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Preface 

In 1977 a meeting of representatives of government deparhnents, utilities and research 
organisations was held to discuss methods of calculation of atmospheric dispersion for radioactive 

releases. Those present agreed on the need for a review of recent developments in atmospheric 
dispersion modelling, and a Working Group was formed. Those present at the meeting formed an 
informal Steering Committee, that subsequently became the UK Atmospheric Dispersion Modelling 

Liaison Committee. That Committee operated for a number of years. Members of the Working Group 
worked voluntarily and produced a series of reports. A workshop on dispersion at low wind speeds was 
also held, but its proceedings were never published. 

The Committee has recently been reorganised and has adopted tcnn? of reference. The 

organisations represented on the Committee, and the ternx of reference adopted, are given in this repoti. 
The organisations represented on the Committee pay a small annual subscription. The money thus raised 
is used to fund reviews on topics agreed by the Committee, and to support in part its secretariat, 
provided by iV.F’B. The new arrangements came into place for the start of the 1995196 financial year. 
During its first year, the Committee placed contracts for three reviews, which were described in 
its Annual Report for that year. This report describes the second year in which the Committee has 
operated under the new arrangements, and during which it placed contracts for two studies. The 
technical specifications for these contracts are given in this report. The reports fiorn its contractors are 
attached as annexes to this report. In addition, the Committee organised a presentation on the work 
undertaken to validate the ADMS model and the more general work on validation of the Gaussian 

plume dispersion model. 
The Committee intends to place futher contracts in future years and would like to hear from 

those interested in tendering for such contracts. They should contact the Secretary: 

Mr J G Smith 
National Radiological Protection Board 
Chilton 
Didcot 
Oxon OX11 ORQ 
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Atmospheric Dispersion Modelling Liaison Committee 

1 Organisations represented on the Committee 

Amersham International plc 
Atomic Weapons Establishment, Aldermaston 
British Nuclear Fuels plc 

Department of the Environment Northern Ireland 
Environment Agency 
Health and Safety Executive 

,Major Hazards Assessment Unit 
Nuclear Installations Inspectorate 

Magnox Electric 
Minishy of Agriculture, Fisheries and Food 
Meteorological Office 
National Nuclear Corporation 
National Radiological Protection Board 
Nuclear Electiic 
Royal Naval College, Greenwich 

Rolls Royce and Associates plc 
Scottish Nuclear 

Scottish Office (HMIPI) 
Urenco (Capenburst) 
Westlakes Research Institute 

The Chairman and Secretary are provided by NRPB. 

2 Terms of reference 

1 To review current understanding of atmospheric dispersion and related phenomena and to 
identify suitable models for application primarily in authorisation LX licensing, in the context 
of discharges to atmosphere resulting from nuclear industry activities. 

2 The Committee shall consist of representatives of government departments, government 
agencies and primarily the nuclear industry. Each organisation represented on the Committee 
shall pay an annual membership fee off 1000. 

3 The Committee will consider selected topics. These should be selected following discussion 
and provisional agreement at meetmgs of the Committee, followed by confirmation after the 
meeting. Where possible, it will produce reports describing suitable models for that topic. 
These will reflect either the views of an Expert Working Group appointed by the Committee 
OT the outcome of a workshop organised on behalf of the Committee. The Working Group will 
determine who should be invited to speak at workshops, and to subsequently review their 
outcome and identify suitable models. 

4 The money raised from membership fees and registration fees for tbc workshops will be used 
to support the Working Group, the drafting of reports, and any other matters which the 
Committee may decide. 
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3 Reports published 

Clarke. R H (1979). The frst report of a Working Group on Atmospheric Dispersion: a model for short 
and medium range dispersion of radionuclides released to the atmosphere. Harwell, NRF’B-R91. 

Jones, I A (1981). The second report of a Working Group on Atmospheric Dispersion: a procedure to 
include deposition in the model for short and medium range dispersion of radionuclides. Chilltan, 
NRPB-R122. 

Jones, J A (198 1). The third report of a Wor!&g Group on Atmospheric Dispersion: the estimation of 
long range dispersion and deposition of continuous releases of radionuclides to atmosphere. Chilton, 
NRPB-R123. 

Jones, J A (1981). The fourth report of a Working Group on Aimospheric Dispersion: a model for long 
range ahnospheric dispersion ofradionuclidrs released over a short period. Cbilton, NRPB-R124. 

Jones, J A (1983). The fifth report of a Working Group on Atmospheric Dispersion: models to allow 
for the effects of coastal sites, plume rise and buildings on dispersion of radionuclides and guidance on 
the value of deposition velocity and washout coefficients. Chihon, NRPB-RI57. 

Jones, J A (1956). The sixth report of a Working Group on Ahnospheric Dispersion: modelling wet 
deposition from a short release. Chilton, NRPB-RI98.. 

Jones, J A (1986). The seventh report of a Working Group on Atmospheric Dispersion: the uncertainty 
in dispersion estimates obtained from the Working Group models. Chilton, NRPB-R199. 

Atmospheric Dispersion Modelling Liaison Committee. Annual Report 1995196. Chilton NRPB-R292. 
Includes annexes: 

Atmospheric Dispersion at Low Wind Speed 
Application of Computational Fluid Dynamics Codes to Near-field Atmospheric Dispersion 
Rise of a Buoyant Plume from a Building Wake 

4 Specifications for technical annexes 

A Atmospheric dispersion at low wind speed 

1 Background 
W S Atkins has produced a report on low wind speed conditions for HSE with particular 

reference to quantitative risk assessment (QRA). A subsequent phase of this shldy will extend the work 
to consider the development of a simple methodology for estimating dispersion in low wind speeds It 
will also consider ths.effects that the inclusion of these low wind speeds has on the results of QRAs. 
The proposal for additional work for ADMLC is given in Sections 2 and 3 below. 

2 Objectives 
To determine the inrportance of low wind speed, stable conditions when calculating the annual 

average concentration from a constant sowce at distances of a few hundred metres. 

3 Tasks 

(a) Agree on typical release (size, buoyancy, momentum height, release duration), and ranges of 
values for release parameters. 

(b) Synthesise wind data, using sonic anemometer or lightweight cup data (as analysed in WSA 

Phase 1 report) as far as possible. 

(cl Develop simple dispersion methodology for low wind speeds. This will include justified 
criteria for the lower limit on the use of standard models, which may depend on release rate 

and distance Tom source. 
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Cd) 

(e) 

B 

Calculate annual averages and concentrations from a short release, varying the following 

parameten: 
. release height (fully entrained, from a building roof, from a stack), 
. distance of target from source (in the range 100 m to 10 km), 
. averaging time for wind data, 
. release characteristics (neutral and a buoyant release). 
Present and discuss results. This will take the form of a stand-alone report to ADMLC which 
will form an appendix to the HSE phase 2 report. 

Review of models for calculating air concentrations when plumes impinge 

on buildings or the ground 

Releases of material to atmosphere can occur in situations where the plume can impinge on 

other buildings or on elevated ground close to the release point. In some instances, the plume can pass 
over air intakes or windows in the building from which the material is released. Methods for calculating 
the concentration on the surface of, or inside, buildings OT at ground level on elevated terrain should 
be reviewed. The review should identify the situations when plumes might impinge, and describe 
existing methods for calculating the concenrration on the ground or the building surface. Methods that 
are suitable for incorporation in personal computer pwgrams should be identified if possible. The extent 

to which the Gaussian plume model couid be modified for application in such,sitw.tions should also 
be addressed. 

The review should concentrate on existing models. The possibility of developing improved 
models should be identified, but the development of such models is outside the scope of this contract. 

3 





ANNEX A 

Atmospheric Dispersion at Low Wind Speed 

I.G LINES AND D M DEAVES 
WS ATKINS SAFETY 8. RELIABILITY 

Contents 

Summary 

1 Introduction 

2 Review of models for passive dispersion in low mean wind speeds 

2.1 Relevant atmospheric struchxe 

2.2 Models for low wind speed stable conditions 

2.3 Models for low wind speed convective conditions 

2.4 Use of low wind speed models 

3 Importance of low wind speeds for passive dispersion 15 

3.1 Introduction I5 

3.2 Use of wind data 16 

3.3 Effects of weather categorisation on dispersion calcdlations I8 

3.4 Simple methodologies for low wind speed dispersion 31 

3.5 Effects of improved low wind speed modelling on dispersion results 40 

4 Conclusions 

7 

9 

9 

9 

IO 

I4 

15 

42 

5 References 45 

5 





Summary 

Background 

WS Atkins, as part of its support to the Major Hazards Assessment Unit of the Health and 
Safety Executive (HSE), has undertaken studies of dispersion in low mean wind speeds. The 
primary application of the work is to short timescale accidental releases of toxic or flammable gases, 
and the results of the first phase of the study were presented by Lines and Deaves (1996). The 

second phase is considering the possible improvements in current applications of low wind speed 
effects in qualified risk assessment (QRA) studies in more detail, and this has been extended to 
cover the interests of the Atmospheric Dispersion Modelling Liaison Committee (ADMLC). These 
interests relate primarily to the dispersion of passive or buoyant releases from stacks or buildings, as 
described in the brief, which is outlined in Section 1. 

structure 

Sections 2 and 3 describe the main tindings of this study, and will be included as 
appendices to the fmal HSE report. Section 2 presents a brief review of possible alternative 
modelling approaches for low wind speed conditions. Section 3 then uses examples to demonstrate 

the effects of different implementations, both of weather data and of modelling approaches, on 
annual averages and short-term ground-level concentrations. Conclusions are presented in Section 4, 

and references are then included as Section 5. 

Conclusions 

This project has shown that there are several ways in which simple methodologies can be 
applied to ensure that the effect of low wind speeds is incorporated. These include: 

(4 
(b) 

simply using a greater number of representative weather conditions, 
defining additional low wind speed weather categorirs (eg on the basis of Weibull 

distributions), 

(cl applying simple low wind speed dispersion models for low wind speed or calm conditions, 

(4 applying additional conditions/provisos to standard dispersion models. 

However, having reviewed all of these approaches, it is felt that the best advice is to 
consider the ‘ype of application for which the dispersion modelling is required, and then use an 
appropriate methodology with suitable assumptions. 

In summary, for annual average concentrations or risk assessment ‘ype applications, the 
cross-wind spread of a plume is generally unimportant, as the results depend on the cross-wind 
integrated concentrations. Many simple low wind speed models essentially just modify the 
horizontal spread parameter, and so their use would not result in any signiticant changes to the 
results. However, this study has shown that the frequency of low wind speed categories may be 
significant, and so it is preferable to use a larger number of representative weather categories in 
order to ensue that low wind speeds can be included. It should be noted, however, that low wind 
speed categories should not be used to predict concentrations at distances beyond those which could 
be reached by the plume (ie considering the persistence of these low wind speed conditions). 

For safety case applications, where the requirement is often to consider the dispersion of a 
release in typical and worst case weather conditions, the assessment of dispersion in low wind 
speeds is more important. First, it is necessary to define what constitutes the worst case conditions. 
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In the past, F2 has often been chosen, but this report shows that, at short to medium distances, it 
may be more appropriate to consider F0.5 or Fl conditions, depending on whether such conditions 

could persist to the distance of interest. A variety of models may be applied, most of which 

involve modifying the cross-wind spread according to the wind speed, resulting in wider but less 
concentrated plumes than would be obtained by simply applying a standard Gaussian plume 
approach. Having considered a number of such models, it is felt that, for most practical 
purposes, the inclusion of a ‘meander’ or time averaging correction to the standard NRPB-R91 
model provides a reasonable approach for use at low wind speeds of 0.5 to 2 m SC’, This approach 
results in a u?” dependence of the concentration on wind speed, rather than the ~1.’ dependence 
usually quoted for Gaussian plume models. This u-“* dependence implies a ‘softer’ singularity as 

u + 0, implying that it may be appropriate to use such models down to fairly low wind speeds 

(eg 0.5 m SC’). 
In certain special cases, such as when a prediction of upwind spread is required, then it 

may be necessary to use either a puff type model or some form of three-dimensional diffusion 
equation, rather than any form of standard plume model. 



1 lntroductibn 

Under contract to the Health and Safety Executive (HSE), WS Atkins has produced a 
report on low wind speed conditions with particular reference to qualified risk assessment (QIW) 

(Lines and Deaves, 1996). A subsequent phase of this study will extend the work to consider the 
development of a simple methodology for estimating dispersion in low wind speeds. It will also 
consider the effect that the inclusion of these low wind speeds has on the results of QRAs. The 
technical proposals for this phase were supplied separately to HSE, and the proposals for additional 
work for the Atmospheric Dispersion Modelling Liaison Committee (ADMLC), as presented in this 
report, are described below. 

The objective of this study is to determine the importance of low wind speed, stable 
conditions when calculating the annual average concentration from a steady source at distances of a 
few hundred metres. It was agreed that this objective would be met by undertaking the following 
tasks, the results of which are presented in this report. 

(4 

(b) 

(cl 

(4 

(e) 

2 

2.1 

Agree on typical release (size, buoyancy, momentum, height, release duration), and ranges 
of release parameters. 
Synthesise wind data, using sonic anemometer or lightweight cup data (as analysed in 
WSA Phase I report) as far as possible. 
Develop simple dispersion methodology for low wind speeds. This will include justified 
criteria for the lower limit on the use of standard models, which may depend on release 

rate and distance from source. 
Calculate annual averages and concentrations from a short release, varying the following 

parameters: 
. release height (fully entrained, from a building roof or stack), 
. distance of target from source, 
. averaging time for wind data, 
. release characteristics (neutral and a buoyant release), 

l presence or not of building wake effects. 

Present and discuss results. 

Review of models for passive dispersion in low mean wind 
speeds 
Relevant atmospheric structure 

For dense gas releases, the early stages of dispersion arc often dominated by the motions 
set up by the release itself. For passive releases, since there is generally little effect on the flow, 
the struchxc of the atmosphere and its turbulence is dominant in determining the details of the 
dispersion. This section therefore discusses the relevant effects of atmospheric structure in order to 
provide a background to the more detailed discussions of specific models which are presented in 
Sections 2.2 and 2.3. 

It is well known that the state of the atmosphere may be unstable (much convective 
mixing), neutral (mostly mechanical mixing) or stable (little mixing of any kind). In Phase 1 of the 
study for HSE, Lines and Deaves (1996) analysed some good quality meteorological data (obtained 
from sonic anemometers), and determined the distribution of low wind speeds within the various 

stability classes. It was found that, for mean wind speeds < 2kt, only 35% were neutral, with 45% 
stable and 20% unstable. This compares with around 75% neutral, 15% stable and 10% unstable for 
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all conditions, irrespective of wind speed. It is therefore apparent that non-neutral stability classes 
assume a much greater si,gnificance when considering low wind speed conditions. 

As indicated above, the main difference between dispersion in stable and unstable 

conditions is in the rather greater mixing in the latter case. This implies that stable conditions 
represent a ‘worst case’ for ground-level releases, which remain close to the ground and dilute 

slowly. For elevated (eg stack) releases, unstable (convective) conditions are worst, since the more 
rapid dilution will cause a large plume spread, and bring pollutants down to ground level more 
rapidly than in stable conditions. 

As far as dispersion modelling is concerned, there are rather difftxent problems associated 
with stable and unstable conditions. For stable conditions, plumes remain thin but meander 
significantly. Mean concentrations may therefore bear little relationship to the rather intermittent 

concentration traces which may be recorded in dispersion experiments. This problem is 
considerably exacerbated in the low wind speed case, since wind direction can change rapidly and 
frequently, and the mean direction cannot always be defined. For unstable conditions, pollutants 
may be spread rapidly to fill the complete depth of the mixing layer, making concentrations 
dependent on this depth, with wind speed appearing only as a secondary parameter which may 

influence that depth. 
The structure of atmospheric mean wind and turbulence profiles also depends on small- 

scale topography. For high winds, any such effects are secondary, whereas they become mc~re 
significant at low mean wind speeds, and may then be the dominant factor in determining the local 
dispersion conditions. This is particularly likely to be the case for stable conditions, as indicated by 

Jones (1997). 

2.2 Models for low wind speed stable conditions 

Problems relating to dispersion under stable conditions have been addressed by a 
number of authors over the last ten years or so. The approaches have ranged from modifying 
standard Gaussian plume models to reviewing the turbulence characteristics of such atmospheric 

conditions, and, in some cases, developing new models either for low wind speed or for completely 
calm conditions. 

A useful starting point for the assessment of the current status of such modelling is the 
review of Cirillo and Poli (1992). They considered the performance of four different models as 
compared with observations presented by Sagendorf and Dickson (1974). These were: 

(4 Puff model, 

(b) Split 0 model, 

(cl Puff model for oY, standard model for on 

(4 Cagnetti and Fenara (1982) zero wind model: 

Q 
c = 2nP=~ 

(2.1) 

where ud = 0.5 m s-’ and K, = 1 m2 s-l. 

The application of models (a) and (c) required the input of actual meteorological data, but 
gave the best tits. Model (b) gave concentration profiles which were far too pesky, with peak 
centreline concentrations overpredicted by factors of around two to five. Model (d) performed 
poorly, except for one very low wind speed case (0.5 m s-l), where the horizontal stability was 
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quoted as A, giving a value of C@ of around SO” at the 2 m level, while the vertical stability was 
quoted as E. Since this particular trial gave a plume spread of 360”, it was hardly surprising that the 
zero wind model fitted it well. 

The main conclusion from Cirillo and Poii (1992) therefore seems to be that best tits 
are obtained where site-specific and incident-specific meteorological data are available. This 
conclusion is not surprising, but does not help in determining improvements to standard models for 
gen&al application. 

Several authors have developed improved models to allow for non-Gaussian concentration 

profiles in the lower part of the atmospheric boundary layer. Brown et al (1993) derived one such 
model using k theory, although it has not been specifically produced for low wind speeds. The final 
form of the concentration equation is rather complex, and depends on power law indices for the 
wind speed and eddy diffusivity profiles with height. Its implementation, however, still retains 
dependence on a negative power of U, giving a singularity at the origin. An alternative 

interpretation may perhaps suggest dependence on u.+ , which may remain finite as C’+ 0. 

A similar dependence was suggested by Venkatram (I 982) who presented much simplified 
semi-empirical models for cross-wind integrated concentration against normalised distance. 
Specifically, 

xc l.4L 

(2.2) 

= 0.89Q 
u*L!I’x*‘3 x> 1.4L 

where L is the Monin-Obukhov length andu. is the friction velocity Again, this may suggest the 

use of a limiting value of II. which remains constant as the wind speed drops to zero. 

The stable boundary layer can be defined by 

(2.3) 

where p is a constant and L is the M&n-Obukhov length. Venkatram suggests that L = Auf for 
low wind speed stable conditions, where A = 1100 s’ mm’. Substituting this into equation A2.3 gives 

If this is differentiated with respect to u., it can be seen that u has a minimum when: 

Taking B = 7, this minimum will occur at a value of around 0.05-0.06 m SC’ for z = 2 m 
and z-0 = 0.0141 m. The resulting variation of u with u, is then as indicated in Table 2.1 for 
z=2mandz,=O.lm. 
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TABLE 2.1 Variation of 2 m wind speed with friction velocity for 
stable boundarv lavers 

U.(rn s-0 0.01 0.02 0.05 0.1 0.2 u (m 5.‘) 3.28 1.75 1.02 1.07 1.66 I 
u/u. 328 88 20 11 8.3 

It is clear that this model breaks down for wind speeds at 2 m height of less than 1 m s? 
(3.2 m s-’ at IO m). For low wind speeds, however, it is expected that u. may remain finite as 

u + 0, because of residual turbulence. A similar analysis has been given by Hanna and Paine 
(1989), who used a minimum value of u. as a cut-off in their hybtid plume dispersion model. 

Now, as noted in the Phase I report, Smith (1992) identified wind speeds at which o,, = u 
as being around 0.35-0.50 for stable (E/F/G) conditions. As noted in Table 2.2 below, uJu* is 
around 5-6 for such conditions, suggesting a value of u. of around 0.0&O. 1. This implies that the 
u/u. variation indicated in Table 2.1 breaks down for wind speeds below about I.5 m se’. It is 
probable, therefore, that the variation of u. with u asymptotes in some way as indicated in Figure 2.1, 
with a minimum value of u- at around 0.05-0.06 m se’. A further constraint on the asymptotic value 

for U. as u + 0 can be obtained by considering the minimum value of L, which is quoted by Hanna 
and Paine (1989) as 5 m. Using L = AU.‘, with the value of A given by Venkatram, gives a 
minimum value of u. = 0.067 m ~8. The asymptotic line on Figure 2.1 has been set to this value at 
u = 0. If it is assumed that o.= 6~. (see Table 2.2), this gives a minimum 0, of 0.4 m ~8. 

Jones (1997) suggests that, where the mean wind speed is zero, the dispersing material 
would form an expanding disc of radius o.f. The upwind spread would then depend on the 
maximum time for which such conditions may exist, which has been observed, from sonic 
anemometer data at Camboume and Cardington, to be around 20-30 minutes. This suggests a 
maximum upwind spread of around SO&700 m; further discussion and quantitication of this 
phenomenon is given in Section 3.3. 

FIGURE 2.1 Asymptotic behaviour of w for low mean wind speed o 

12 



Lines and Deaves (1996) have identified a number of authors who adopt an equivalent 

assumption regarding the lateral dispersion parameter, such that the product cs+,eu remains constant as 

the velocity tends to zero. Specifically, a’value of 0.5 (taking oe in radians) has been suggested by 

Jones (1997). and a value of 45 (00 in degrees) has been given by Etling (1990), corresponding to 

0.8 with cre in radians. 
Sharan et u[ (1995) undertook a review similar to that presented by Cirillo and Poli (1992). 

Tests were undertaken against the same set of dispersion data, and similar conclusions were draw. 
They did, however, introduce hvo further types of model: 

(a) 

(b) 

short-tern averaging, in which standard parameters were applied over each subinterval, 

Uti approach, where the os are adjusted for the ‘calm condition’ periods, to remove the 
singularity at u = 0. 

The application of Uti is not entirely clear, but appears to involve breaking down 

the meteorological record into discrete periods for which a mean F is calculated by adding 

the individual components from these periods. The value of IJ,. is stated to be related to the 

performance of the anemometer, which is evidently reasonable when applying wind data for the 
actual period during which the measurements were made. This latter approach seems to have 
considerable merit, although it would have to be applied careii~lly with due regard to the nature of 
the meteorological information which is used. 

Further background information on hxbulence velocities etc. are discussed by Agarwal 
er al (1995). The data presented were obtained in the tropics, so may have to be adjusted if used in 
temperate latitudes. Specifically, they showed that the turbulence velocities varied significantly with 

both windspeed and stability, as show in Table 2.2. 

TABLE 2.2 Variation of turbulence velocities 

-1 

Although oM, 0” and CT~ are not generally used directly in most dispersion models, this 

information may be usable either in defining a minimum value of tl. (see above), or in application to 
certain specific zem wind models (see below). 

A model which can be used in calm conditions has been developed by Arya (1995). For 
zero wind speed, this reduces TV 

If it is assumed that 0” = cr, and ow = 1.6~. (as suggested by Table 2.2) this reduces to 

Q c=- 
25u.r’ 
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or, for a minimum U. of0.067, 

0.6Q 
c=7- 

This gives concentrations which are everywhere lower than those given by the Cagnetti 
and Ferrara model (shown on Figure AlO), ranging from a factor of 3 at x = 100 m to 100 at 
x=1ookm. 

There are several potrntial.drawbacks with the use of this model. One is that it depends on 

using CL, rv and ow, which may each tend to zero with u, re-introducing the singulzity at u = 0, 
although the minimum I(. approach described above may circunivent this problem. The paper 
also points out that the dispersion parameters used are valid for small timescales, whereas .the 
steady-state solution is valid for large timescales, implying an inconsistency in the derivation. Some 
results are given for low wind speeds which show the symmetrical dispersion for calm conditions, 
and significant upwind dispersion for values of wind speed up to w., the convective velocity scale. 

The model derivation appears to be general, although the primary applications given are to 
convective conditions. 

2.3 Models for low wind speed convective conditions 

For elevated releases, the worst ground-level concentration will normally be experienced 
in unstable (convective) atmospheric conditions. There is rather more emphasis, therefore, when 
dealing with convective conditions, on the behaviour of elevated plumes, and two models have 
been derived for this specific scenario. 

Deardorff (1984) derived a model for tall stack releases in low wind convective 
conditions, on the assumption of complete mixing throughout the depth of the mixing layer. The 
solution depends on a numerical integration, which makes it less attractive for general use. 
However, the results presented do show the clear effects of along-wind and upwind diffusion. The 
author concludes that his model provides a basis on which more refined models could be built. 

The model of Hanna and Paine (1989) does not purport to be a low wind speed model, but 
does deal with dispersion from a tall stack. It aims to provide the peak ground-level concentration, 
and then assumes a Gaussian cross-wind profile and a vertical profile which is only Gaussian for 
neutral and stable conditions; for vertical dispersion, either a pdf model or a convective scaling 
model is used. The paper is useful in that it provides an equation for the maximum concentration in 
extreme light wind conditions as a function ofbuoyancy flux, mixing depth and release height. 

The models of Arya (1995) and Shnran el al (1996) both have been developed for any 
stability classes, although their primary applications appear to be for convective conditions. The 
Atya model has been described in Section 2.2; his main conclusion is that longitudinal diffusion 
becomes important in weak winds with high turbulence intensity. Arya also indicated the intention 
to undertake a physical simulation of near-source diffusion in a convective mixed layer with no 
mean wind, using the convection tank of the USEPA Fluid Modelling Facility. 

The model of Sham et al (1996) is based on K theory, and gives a solution in term of 
the diffusivities K, KY and K,. It is shown how this reduces to the classical Gaussian plume model 
using the slender plume approximation, which is shown to be equivalent to neglecting downwind 
diffusion. The results showed that the centreline concentration is unchanged, compared with the 
Gaussian model, whereas the off-centreline concentrations are reduced. Validation was provided 
against tracer experiments conducted in Delhi in 1991. Agreement was good for convective 
conditions, although the lowest wind speed recorded for such conditions was 0.74 m se’. 
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2.4 Use of low wind speed models 

The main application for which such models are to be used in this study is the stable low 
mean wind speed case. The requirement is for a straightforward modification to standard Gaussian 
plume models, or to their application, which will allow existing techniques to be used as far as 

possible. The following options are,therefore suggested. 

(4 

(b) 

U,. approach (Sharan et al, 1995) - requires an estimate of the proportion of time for 

which II < uti. 
Use of II. (Venkatra~~ 1982) - see Table 2.4.1 of Lines and Deaves (1996) and the 

discussion in Section 2.2; set lower limit of (say) 0.05-0.06 for u.. 

(cl 

(4 

(e) 

Zero wind model (Cagnetti and Ferrera, 1982) -,needs similar information to approach (a). 

Set oeu = constant (0.5-0.8) (Jones, 1997) - use this for II below value at which CT~ matches 

to standard plume parameters. 
Set lower limit on velocity (eg u = 0.5 m s-‘) - similar to (a), but adjust frequency 
distribution rather than undertaking separate calculation for very low wind speeds; can 

perhaps use minimum u, arguments. 

3 Importance of low wind speeds for passive dispersion 

3.1 Introduction 

The main objective of this report is to consider the importance of low wind speeds in the 
modelling of the dispersion of radioactive releases and other passive pollutants. These types of 
release tend to be either passive or buoyant, and may be from a stack or from within a building 
wake. Releases may be of relatively short duration, such as in an accident, or may involve routine 
emissions continuing throughout the year. 

The significance of low wind speeds for each of these types of release will be considered, 
and various alternative methodologies will be evaluated. 

In order to ensure that the discussion remains focused on the types of release of most 
interest, the following set of typical conditions has been agreed. 

(a) release height: 
. 20 m(eg a short stack), 
. 60 m (eg top of a reactor building), 
. fully entrained in the wake of a 60 m cubical building, 

(b) momentum: negligible, 

Cc) buoyancy: 
. zero buoyancy, 
. positively buoyant (buoyancy flux F = 1.8 I), 

(4 duration: 
. continuous (long-term or annual average calculations), 
. short duration (eg 30 minute), 

(e) size: any possible release rate (Bq s-l). 

It is emphasised that it is not within the scope of this project to consider all possible 
combinations of the above parameters with every possible type of model, but rather to try to draw 
some general conclusions that would be applicable to the range of conditions summarised above. 
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3.2 Use of wind data 

When undertaking a safety report or risk assessment, the approach that has traditionally 

been adopted is to considlr a number of representative weather categories, and to assess the 
dispersion of the release in each case. In safety reports, the principal requirement is generally to 

predict the consequences of potential accidents in typical or worst case weather conditions, and so 
the frequency of such conditions is of secondary relevance. However, when undertaking a full 
quantified risk assessment, or when predicting long-tam average concenhations from routine or 
long duration releases, it is obviously important that the likelihood of the various atmospheric 
conditions is taken fully into account. In these sorts of assessment, the frequency of each 
representative weather category may be obtained from long-term average meteorological data. 
Varying degrees of sophistication can be used for the categorisation. and it is important that the 
choice of representative categories is suitable for the application being considered. 

To illustrate the importance of the choice of representative weather categories, data has 
been used from a site where it is known that the frequency of low wind speeds is above average 

(ie Herstmonceux). 

3.2.1 Simple NRPB-R91 approach 
Figure 11 in NRPB-R91 suggests that low wind speed areas of the UK, such as 

Hershnonceux, can be modelled using the representative weather categories (the 50% D case) given 

in Table 3.1. 

TABLE 3.1 Example of representative weather 
c ategories from NRPB-R91 

Pasquill *tabiMy Wind speed (m se’) Percentage frequency 

A 1 1 

B 2 9 

C 5 21 

cl 5 50 

E 3 a 

F 2 IO 

G 1 2 

This approach was used in NRPB-R91 to obtain annual average concentrations for a unit 

release (see Figure 34 in that report). However, although this approach does include some low wind 
speed conditions (in A, B, F, G), it assumes a single wind speed for each Pasquill stability This may 
lead to misleading results if any of the categories ‘conceals’ a significant frequency of low wind 
speeds. For example, Fl and Dl are probably both fairly common at a low wind speed site. (Note 
that, hereafter, notation such as Dt will be used to refer to 1 ms? wind speed in D stability 
conditions, for example.) 

It should also be noted that the precise location of Herstmonceux (close to the south coast 
of England), on Figure I1 in NRPB-R9L, would suggest that it should correspond to the 65% D 
weather conditions. However, this appears to contradict the actual meteorological data for 
Herstmoncew (see below), emphasising the fact that Figure 11 in NRPB-R91 needs to be applied 
with caution as it may not lead to a satisfactory choice of representative weather categories. 
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3.2.2 Standard meteorological data 

Table 3.2 summarises the percentage frequrncy of the various combinations of stability 

and tiequency based on standard hourly meteorological data for Herstmonceux over the IO-year 
period 1951-1990. 

TABLE 3.2 Representative weather categories based on Meteorological Office data 

Windspeed 

Pasquill Calm 1-3 kt.5 4-6kts 7-10 kts 11-16 kts 17-98 kts 
stability co.5 m s-1 1 .a m s-1 2.6 m s-1 4.4 m s-1 6.9 m s-1 >a.8 m ~-1 Total 

4 0.041 - 0.041 

AA3 0.086 0.976 0.103 - 1.169 

B 0.777 3.588 f.273 0.240 - 5.818 

WC - 0.833 2.781 - 3.614 

C 0.261 1.464 5.515 6.544 0.225 0.051 14.059 

CID 0.743 1.21 1.953 

D 1.237 4.833 4.874 10.702 18.498 11.240 51.385 

E 2.920 1.863 - 4.783 

FIG 3.272 11.996 1.911 - 17.179 

TOtal 5.575 22.901 f7.42.8 22.873 19.932 f1.29T 1oa.00 

1 

The tablr implies 29 representative weather categories, many of which involve wind speeds 
which are significantly less than the typical values used in NRPB-R91. It is noted that, for the 
purposes of simple dispersion modelling, the frequencies associated with categories A/B, B/C, C/D 
and FIG are modelled as A, B, C and F, respectively, resulting in 24 distinct weather conditions that 

need to be assessed. 
However, this approach still leads to problems in that it is not clear how the frequency 

associated with calms (5.575%) should be treated. Some authors have suggested that it should be 
modelled as a low wind speed (eg 0.5 m s-l), distributed around all wind directions. 

3.2.3 Synthesis of data using Weibull distribution 

The basic meteorological data for Herstmcmceux shows some significant frequencies 
associated with low wind speeds and calms, and it may therefore not be appropriate to assume a 
single representative wind speed for the low wind speed categories (ie the calm and l-3 knot 
categories). An alternative approach would be to assume that the frequency distribution of wind 
speeds in a particular stability category follows a Weibull distribution, and hence it would be 
possible to derive a more refmed set of categories at low wind speeds. 

For the Herstmonceux site, this sort of refinement is probably most important for the stable 
F/G category, which could, for example, be divided into 0.25, 0.5, 0.75, 1.0, 1.5, 2.0 and 2.6 ms? 
representative wind speed categories. These conditions could either all be analysed with a standard 
dispersion model (eg NRF’B-R91) or alternatively, the low wind speed categories could be analysed 
using a more suitable low wind speed dispersion model (see Section 2 for a review of such models). 

In some cases, the Weibull distribution may be considered a too sophisticated approach, 
and its use may not be justifiable owing to the lack of suitable datz. In such cases, it may be 



preferable to assume that a linear relation exists at low wind speeds, so that the cumulative 

frequency of tid speeds < I/is proportional to U(at low wind speeds). 

It is emphasised that, before attempting to fit any kind of distribution to any low wind 

speed data, it is oecessary to consider the instrumentation that was used to collect the data. For 

example, if a stsndard Munro anemometer was used to collect the data, then it is likely that 

some very rough approximations will need to be made when titting a W&bull distribution, as the 
low wind speed data are bound to be very uncertain because of the inertia and ftite stx-up speed 

of the anemometers. Data from light weight cup or, idcally, sonic anemometers should be used to 

derive the best possible frequency distribution of wind speeds, and this distribution should be 

used as the basis for selecting appropriate representative wind speeds, as discussed by Deaves and 

Lines (1997). 

3.2.4 Other forms of meteorological data 
The preceding discussion has concentrated on the use of statistical meteorological data, 

which involves average frequencies for particular types of condition. However, the use of sequential 

meteorological data is becoming more ccnnmon in recent dispersion models (such as ADMS). 

Sequential data have some advantages, but great care must be taken if they are to be used in risk 
assessment applications, as it is important that worst case conditions are incorporated, even if their 

frequency is very low. For the purposes of most safety cases, where a simple assessment of typical 

and worst case conditions is required, it is often preferable to use statistical data. 

3.3 Effects of weather categorisation on dispersion calculations 

The preceding sections have discussed various alternative schemes that may be used to 

include low wind speeds within the representative weather categories required for long-term average 
or risk assessment trpe applications. In order to demonstrate the relative importance of some of the 
issues considered, it is necessary to consider some simple examples. 

Figure 3.1 shows the annual average ground-level concentration for a unit release (1 Bq se’) 

from a 20 m high stack, based on the weather categories and frequencies quoted in NRPB-R91 

for a 50% D location (see Table 3.1). The uppermost line on the figure is the total concentration, 
and corresponds closely with Figure 34 in NRPB-R91. The other lines on the graph show the 

contributions from each of the seven representative weather categories. All concentrations have 

been calculated using the standard methods and data described in NFCF’B-R91 (although it is noted 
that the G stability category has been modelled using the same plume spread parameters as 

for F stability). At distances of up to 150m, the B2 conditions give the largest contxibution, 
as the unstable mixing causes the plume to spread rapidly down to ground level. From 150 to 

1500 m, the D5 category dominates, largely due to the high frequency of such conditions (50%). 

It is only at distances beyond 1500 m that the low wind speed stable conditions (F2) become 

most important. 
The importance of the D5 results is that they imply that, in order to improve the assessment 

of long-term average concentrations in the near to medium field, it is probable that it would be 

necessary to represent the D stability conditions with a range of wind speeds, and not simply use a 
typical value of 5 ms-‘. Similarly, in the medium to far field, it may be necessary to give more 
detailed consideration to the low wind speed stable conditions. It may also be concluded that there is 

probably little point in giving a great deal of consideration to low wind speed unstable conditions 

(eg Al) as these do not appear to be significant. 
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FIGURE 3.1 Annual average ground-level concentrations for a unit release from a 
20 m stack, showing the contribution from various weather categories; 
weather categories and frequencies from NRPB-R9I 
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Figure 3.2 is very similar to Figure 3.1, except that the frequencies used for each of the 

six representative weather categories have been calculated on the basis of actual standard hourly 

meteorological data for Herstmonceux over the 10.year period from 1951 to 1990. The overall total 

concentration in Figure 3.2 is within 13% of that predicted in Figure 3.1 at all distances from 100 m 

to 100 km. This indicates that, if one accepts the limitations and restrictions imposed by a small 
number of weather categories (see below), then the simple NRPB-R91 approach is quite adequate 

and is not improved significantly by using site-specific data. 

Although Figures 3.1 and 3.2 agree very closely, they tend to imply that refining the choice 

of representative weather categories could lead to significantly different results. Therefore, the same 

sihlation has also been modelled using a11 24 representative weather categories shown in Table 3.2. 

Calm conditions were arbitrarily modelled as having a wind speed of 0.5 rn se’, but it is noted that 

this first approximation may not be ideal and is therefore discussed further in Section 3.4. Figure 3.3 
shows the results of this analysis, together with the overall total results from Figures 3.1 and 3.2. 
It is also interesting to calculate the results based on assuming weather categories and frequencies 

based on the 65% D distribution from Figure 1 I of PiRPB-R91, which is the assumption that one 
might make if no meteorological data were available, ie Figure 3.3 shows the results of four types 

of analysis: 

(a) using the seven categories and frequencies from Figure 11 ofXRPB-R91 (50%D), 

(b) using the seven categories and frequencies from Figure 11 of NRPB-RY I (65%D), 

(cl 

(4 

standard six categories but frequencies from real Herstrnonceux data, 
using 24 representative categories with real Hershnonceux data. 

The clear conclusion from Figure 3.3 is that, by including the full set of representative 
weather categories, the annual average concentrations are predicted to be about a factor of two 

higher than those predicted using the standard NRF’B-R91 approach. The increase is largely 

due to the inclusion of low wind spesd neutral conditions (D0.5, D1.O, D2.6) for distances up to 
1500 m and at greater distances the increase is due to the inclusion of low wind speed 

stable conditions (F0.5 and Fl). It should be noted that Herstmonceux is a low wind speed area, and 
so the importance of these conditions is much greater at this location than at many other sites within 

the UK. 
It is also noted that there is relatively little difference in the results corresponding to the 

50% and 65% D contours, implying that, if one is using the standard NRF’B-R91 approach, with its 
implicitly coarse weather categorisation scheme, then the effect of site location in the UK is 

relatively unimportant. A more refined set of weather categories is required in order to demonstrate 
that there may be significant differences between low and high wind speed areas of the C’K. 

3.3.1 Effect of stack height 
The example calculations described above are far an isolated 20 m high stack. However, 

all the general conclusions described above would still be appropriate for any stack height in the 
range 0 to 60 m, except for the fact that the distances at which the various weather categories would 

dominate the results would alter. For stacks higher than 20 m unstable conditions would remain 
important out to larger distances, and stable conditions would only become significant at distances 
of several kilometres. Conversely, with shorter stacks (or ground-level releases), the unstable 

conditions will probably never be important, and the stable conditions may dominate the results 

even close to the source. 

20 



l.OE-04 

l.OE-05 

+TOtCil 

+A1 (1.21%) 

-A- 62 (9.432%) 

-c5 (16.012%) 

-s-D5 (51.385%) 

-e-E3 (4.783%) 

-I--FZ (17.179%) 

l.OE+OZ l.OE+03 l.OE+O4 l.OE+05 

Distance (metres) 

FIGURE 3.2 Annual average ground-level concentrations for a unit release from a 20 m 
stack, showing the contribution from various weather categories; weather 
categories from NRPB-R91 but frequencies from actual Herstmonceux data 
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FIGURE 3.3 Annual average ground-level concentrations for a unit release from a 20 m 
stack, showing the effect of the choice of representative weather categories 
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The effect of stack height is illustrated quite clearly in Figures 13-19 and Figures 27-40 of 
SRPB-R91. The general conclusion that may be reached is that, in tams of annual average 

concentrations or risk assessment type applications, low wind speeds will be more significant for 
short stacks than for tall stacks. This will be illustrated further in Section 3.5. 

33.2 Effect of buoyancy 
The example calculations described above all relate to passive releases. The effect of 

source buoyancy (for example, releases at greater than ambient temperature) is principally to 
increase the effective stack height, the effect of which has been discussed above. It should be noted, 

however, that the degree of plume rise is generally dependent on the wind speed. For example, 
simple plume rise formulae for stable conditions tend to predict a plume rise which is inversely 
proportional to the cube root of the wind speed. Therefore, at lower wind speeds, the degree of 
plume rise increases, leading to a greater effective stack height and, consequently, to lower ground- 
level concentrations. This implies that any predicted increase in ground-level concentration due to 

the inclusion of low wind speed categories may be compensated for by a reduction in concentration 
due to increased plume rise. In practice, the relative importance of these two effects will be dependent 
on the precise sitiation, and it is therefore difficult to draw any more general conclusions. 

For example, halving the wind speed in stable conditions increases the plume rise by 26%. 
Therefore, close to the source the increased plume rise at low wind speeds will generally lead to 
reduced concentrations, but at greater distances the concentrations become dependent an the mixing 
layer depth and so the low wind speed case would tend to lead to greater concentrations. 

Harma and Paine (1989) quote Briggs’ formulae for plume rise in stable conditions as 

Ah = 2.6 
c 1 

E 
113 

us 
for bent-over plumes in stable conditions 

Ah = 4F”‘s~“8 for calm stable conditions 

where gdq 
“=f., 

and w, is the initial plume vertical speed, R, is the initial plume radius, Tp is the initial plume 
temperature and T, is the ambient temperature. For example, taking some typical values for a vent 

stack as w, = 5 m SC’, R, = 0.5 III, T, = 338 K, T, = 288 K, and dWiz = 1 K mm’ leads to a plume 
buoyancy flux F = 1.81 and s = 0.034, and hence the dispersion profiles as shown in Figure 3.4. The 
peak ground-level concenrrations are compared in Table 3.3. 

TABLE 3.3 Effect of plume rise at low wind speeds 

Plume rise A* (Ill) Maximum ground-level concentration 
for a 30 minute unit release from a 

Wind speed (m 5.‘) Bent-over Calm 20 m stack in F stability 

0 n/a 16.49 2.26 IO”’ 

0.5 12.32 n/a 3.10 w5 

1 9.78 n/a 2.61 IO4 

2 7.76 “la 2.14 1O-5 

3 6.78 n/a 1.84 IO” 

*Calculated using an effective wind speed of 0.5 m s-l, 
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FIGURE 3.4 On-axis ground-level time-integrated concentrations as a function of wind 
speed for a 30 minute release from a 20 m stack in category F conditions 
with various degrees of plume rise depending on wind speed 
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The table shows that, reducing the wind speed from 3 m se’ to 0.5 m s-’ only leads to a 

65% increase in the maximum ground-level concentration, indicating that the increased plume rise 

at low wind speeds has a signiticant mitigating effect. The increase in concentration at low wind 

speed does, however, increase in the far field, to a factor of around 2.5. Clearly, for a very buoyant 

plume, or for a shorter stack, it is quite possible that there would be reduced concentrations at low 

wind speeds. 
The plume rise predicted for the zero wind case, using the ‘calm’ formula, is only slightly 

larger than that predicted for the 0.5 m se’ ‘bent-over’ plume, and therefore the peak ground-level 

concentration (assuming an effective wind speed of 0.5 m ~8) is remarkably similar to that predicted 
for higher wind speeds. It is also interesting to note that the ‘calm’ and ‘bent-over’ plume rise 
equations give the same plume rise when u = 0.275F"'~"~, which would be II = 0.2 1 m s-’ in the 
example above. 

In summary, the overall effect of buoyancy at low wind speeds can only be predicted by 

consideration of specific cases, but, in general, plume buoyancy will tend to reduce the significance 
of low wind speed conditions. 

33.3 Effect of building wake entrainment 
In the standard Fackrell model, the actual wake concentration is inversely proportional to 

the wind speed, and therefore, if this type of model is used, low wind speeds will clearly have a 
major significance. For example, a release of 1 Bq s-’ in Fl conditions would lead to exactly double 

the wake concentration predicted for F2 conditions. If a virtual source trpe model is used to predict 

the subsequent downwind dispersion, then the difference between the Fl and F2 results would 
gradually reduce towards that predicted for the ‘no building’ case. 

The effect of using a conventional wake model is illusbated in Figure 3.5 for a unit release 

in F stability into the wake of a 60 x 60 x 60 m building. The wake is modelled using Fackrell’s 

model, leading into a standard virtual source model at larger distances. 
It should be noted that conventional wake models are likely to break down at low wind 

speeds because of convective motions becoming dominant. This is likely to be paaicularly relevant 

when the buildings themselves are at above ambient temperature, as may well be the case at power 

stations or many other industrial sites. 

33.4 Effect of averaging time or release duration 
The overall cross-wind spread of a plume depends on both the averaging time and the 

microscale turbulence. Long averaging times (or release durations) lead to greater plume meander 
and thus lower average concentrations. Moore has characterised this by 

0; = (0.065~)’ 

where the first term represents the plume meander and the second term is due to atmospheric 
turbulence. Hence, if the averaging time T (hours) is significant, then reducing the wind speed by a 

factor of two, for example, leads to less than a factor of two increase in the predicted concentration 

using a Gaussian plume model, as the cross-wind spread a, is increased. In fact, as T/u becomes 

large, the concentration predicted by the standard Gaussian plume model varies as u-“’ rather than 

as u? This means that the u + 0 singularity in the standard Gaussian plume model is somewhat 

‘softer’ than might otherwise be thought. 
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FIGURE 3.5 On-axis ground-level time-integrated concentrations as a function 
of wind speed for a 30 minute release from within the wake of a 
60 m cubiodal building in category F conditions 
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Briggs’ formula for elevated small releases in open country states that 

where n is a co~tant depending on the stability category. Assuming that .r is small, it is possible to 
determine the value of u/T at which the ‘meander’ term begins to dominate, ie u/T = 7(0.065/a)‘, as 
shown in Table 3.4. 

TABLE 3.4 Determination of wind speed at which plume 
meander becomes dominant 

Pasquill stability Value of Eriggs’ Value of flbelow which ‘meander’ 
category parameter ‘a’ term begins to dominate 

A 0.22 0.6 

B 0.16 1.2 

C 0.11 2.4 

D 0.08 4.6 

E 0.06 a.2 

F 0.04 18.5 

For example, in stable F conditions the ‘meander’ term begins to dominate when 

u/T< 18.5, for u in m s? and T in hours. This means that, even for a 0.5 hour release in stable 
conditions, the ‘meander’ term will dominate for all wind speeds less than 9.25 m s?, and therefore 
that the concentrations predicted by a Gaussian plume model in stable conditions will almost certainly 
vary as u?, and not as u?. This is illustrated in Figures 3.6 and 3.7 which are discussed below. 

Figure 3.6 shows the results of using the standard NRPE-R91 approach for these three 
cases. The F2 case is similar to Figure 18 in NWB-R91. It is noted that the concentmtions predicted 
for the F0.5 case are only about a factor of two above those predicted for the F2 case (and not a 
factor of four as one might expect). This is simply because the value of nY depends on the averaging 
time. This is illustrated in Figure 3.7 which shows the fame case, but with a very short averaging 
time. The F0.5 results xc now a factor of four above those for F2. As discussed above, this appears 
to indicate that, provided the effects of the averaging time are incorporated, the difficulties 

associated with low wind speeds (ie Smite C as u + 0) may not begin to be a significant problem 
until u << 0.5 m s-‘. 

The general conclusion is that, as most releases of interest will have release durations of 
30minutes or more, an averaging time correction should be applied when using a Gaussian 
plume model. At low wind speeds, particularly in stable conditions, this averaging time correction 

implies that concentrations will vary as u-I”, and not as u-l, and so the difficulties as u + 0 may not 
be so significant. 

3.3.5 Persistence of wind speed 
Low wind speeds are generally unlikely to persist for very long periods. It is therefore 

inappropriate to assume that concentrations at large distances in low wind speeds can be predicted 
by simply applying a Gaussian plume model, as the required plume travel time may be much greater 
than the persistence time for those conditions. For example, since stable conditions do not generally 
occur during the day, the maximum persistence time for any stable condition is approximately 
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FIGURE 3.6 On-axis ground-level time-integrated concentrations as a function of wind 
speed for a 30 minute release from a 20 m stack in category F conditions 
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FIGURE 3.7 On-axis ground-level time-integrated concentrations as a function of 
wind speed for a very short duration release from a 20 m stack in 
category F conditions 
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17 hours (or about 7 hours in the summer). This 17.hour period would imply the following 
maximum distances at which a low wind speed stable condition should be applied (Table 3.5). 

This table indicates that plumes may travel considerable distances, even at low wind 

speeds. However, examination of detailed meteorological data indicates that the typical persistence 
time of low wind speed conditions is generally much less than the 17-hour period assumed 

above. Although it may be appropriate to consider this type of worst case long persistence time in a 
safety case, it would not be appropriate when calculating long-tam averages or when conducting a 

risk assessment. 

TABLE 3.5 Maximum distances for low 
wind speed stable conditions 

Wind speed Maximum applicable distance 
h-n s-1) (based on 17 hour travel time) (km) 

If the cumulative probability of a low wind speed persisting for a period I is given byp(r), 

then the analysis presented by Lines and Deaves (1996) suggests that it is reasonable to assume a 

relationship of the form: 

p(t)/p, = e-“‘0 f c: f,, 

PWPO = 0 f>fa”x 

where pa = probability of 10 minute wind speed < u, r, = persistence ‘half-life’ (minutes), and r,, = 

mxximun persistence time (minutes). 
It is unlikely that lo is an intrinsic property of any given site, but estimates for typical to 

values have been obtained from the Cambome and Cardington datasets, as shown in Table 3.6. 

TABLE 3.6 Persistence times (minutes) based on meteorological data 

Cambome Cardington 

Wind speed u (m se’) to f”m to tm 

0.5 22 30 22 20 

1.0 a7 230 a7 70 

1.5 173 510 115 210 

2.0 231 540 173 340 

2.5 346 570 303 coo 

3.0 361 MOO 433 ~600 

These data suggests that, for wind speeds of less than 3 m se’ at these sites, a reasonably 

conservative rule of thumb for estimating r, is given by 

t0=2u 

where ta is in hours and u is in m s-’ 

30 



It should be noted that this is a reasonable tit for u 2 1 .S m 3-I , but rather overpredicts lo for 
very low wind speeds. Applying this result would lead to the maximum plume travel distances 

shown in Table 3.7; distances in brackets are obtained by using i, = 22 min and 87 min directly from 

Table 3.6. 

TABLE 3.7 Maximum distances for low wind speed 
conditions based on estimated values of & 

Wind speed Maximum applicable distance (based on 
(m 9) to (hours) 1, travel time, 

0.5 1 ta km (660 In) 

1 2 7.2 km (5.2 km) 

2 4 28.8 km 

3 6 64.8 km 

These results show that, in contrast to Table 3.5, the low wind speed conditions such as 0.5 
or I .O m se’ are only applicable out to a few kilometres from the site. The implication is thaw if one 
were interested in the annual average concentration (or risks) at any distance over 1.S !un, then it 
would be inappropriate to include the results of any dispersion modelling using wind speeds of 

0.5 m SF’. The frequency associated with any such low wind speed or calm conditions should be 
allocated to the next higher wind speed category (eg 1 m SC’). A similar argument would apply at 

7.2 km etc. 

3.3.6 Upwind spread 
At very low wind speeds, where the mean wind speed is comparable with the turbulence 

velocities, it is possible for significant concentrations to be observed upwind of the release. This 
effect cannot be predicted by standard continuous plume models, and so some alternative form of 
model would be required if such effects are likely to be important. The maximum upwind spread 

distance may be estimated as I = cry, where ou is the turbulence velocity and f is the persistence 

time for such conditions (see above). Suitable values might be approximately cr, = 0.35 m se’ (at low 
wind speeds), and t = 1800 seconds (typically), implying a maximum upwind spread in low wind 

speeds of about 630 m. 
These values are only very rough estimates, but they do appear to indicate that upwind 

spread is unlikely to be important at distances of more than a few hundred metres. 

3.4 Simple methodologies for low wind speed dispersion 

The question that now arises is whether it is appropriate to model the dispersion of releases 

in calm and low wind speed categories using the types of simple approach described above, or 
whether some alternative methodologies are required for low wind speeds. Section 2 provided a 
summay of various alternative simple models that could be applied when considering the dispersion 
of releases at low wind speeds. Each of these methodologies is evaluated below by attempting to 
apply the models to the sort of releases likely to be of interest. In general, the results are compared 
with those that would be obtained using the standard NRF’B-FL91 model. 

Section 3.5 will consider a range of possible cases, based on the ty@zal conditions 
identified in Section 3.1. However, in order ,to illustrate the predictions of the various types of 
model considered, the remainder of this section focuses on a 30 minute release from an isolated 
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20 m stack in F2, Fi and F0.5 conditions. The NRPB-R9 1 results for these base cases have already 
been presented in Figures 3.6 and 3.7, which were discussed in Section 3.3. 

3.4.1 Sharan et ul(l996) 
This is based on the assumption that, for wind speeds less than some specified value U,,,,,,, 

the dispersion coefficients are modified such that: 

CT=*,2 U 2 Utii,. (transport condition) 

4=UfXp I/ c (/,, (calm condition) 

where a’ = n( Lrm&‘)b and b’ = b. 

Sharan ef nl do not make it clear whether this increased spread should apply to just oY and 

0~” or whether it shouid also apply to or Assuming that it does not apply to ou then the centreline 
concentrations predicted by this approach are reduced by a factor of (U,,JU)“, and the plume width 
is increased by a similar factor. This implies no change in the cross-wind integrated concentration as 

the wind speed decreases to zero. Furthermore, if b = 1 (as in Briggs’ formulae for q), then the 

centreline concentrations predicted as U-+ 0 remain identical to those calculated for Uh, ie if Uti 

were chosen as I m s-‘, then the F0.5 result in Figure 3.7 would be identical to the Fl result. 
However, Sharan et al would predict a wider plume for the F0.5 case. 

In summary, the Sharan ef al approach would lead to similar annual average or risk 
assessment results to those from the simple Gaussian plume model. However, for the purposes of a 
worst case analysis in a safety case, this approach leads to a wider, but less concentrated phmu than 
would be obtained by simply using a Gaussian plume model, although the difference would be 
reduced if an averaging time correction were used in the latter. 

3.4.2 Venkatram (1982) 
In order to apply Venkatram’s methodology, it is necessary to estimate the values of the 

Monin-Obukhov length L and the friction velocity u.. We shall consider a release in stable F 
conditions, where L = 17.497 m. For the purposes of the example, the value of u. is assumed to 
depend linearly on the wind speed, ie 

u = 2 “I SC’ u. = 0.0958103 ms-’ 

u= 1 “Is-’ U. = 0.0479052 m S-’ 

u=o.s “Is-’ U. = 0.0239526 m s-’ 

The F2 condition has been modelled and the results are shown in Figure 3.8, which also 
shows the results that would be obtained using the standard NRF’B-R91 approach, bearing in mind 
that, in a simple Gaussian plume model, the cross-wind integrated concentration is given by 

Co(2rr)“g where Co is the centreline concentmtion. 
Figure 3.8 shows that the results obtained using Venkatram’s approach are not significantly 

different from those produced by the NRPB-R91 method, except in the far field where the 
NRPB-R91 results show the effect of plume trapping within the mixing layer. At lower wind speeds, 

Venkatram’s approach still suffers from difficulties as U, + 0, and so it would still be necessary to 
specify some arbitrary lower limit on u., as discussed in Section 2.2. It is also noted that 
Venkatram’s approach only applies to ground-level releases, and does not predict either plume 
spread or peak concentrations. It is therefore considered that Vu&tram’s approach is probably not 
worth further consideration. 
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FIGURE 3.8 Cross-wind integrated concentrations for a 30 minute release at ground 
level in category F2 conditions 
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3.4.3 Cagnetti and Ferrara (1982) 
The model proposed by Cagnetti and Ferrara for describing diffusion under zero wind 

stable conditions is 

where, as in Cirillo and Poli (1992) I+ = 0.5 m se’ and Kz = 1 m s-‘. The results of using this model, 
as compared to the iYWB-R91 approach for a l-hour release in FO.5 conditions, are shown in 
Figure 3.9. As one would expect, the zero wind model predicts much lower concentrations than the 
on-axis concentrations from the standard Gaussian plume model. However, one would expect the 
cross-wind integrated concentrations to be more similar, as shown in Figure 3.10. 

The small difference (a factor of 2.5 to 3) between the results in Figure 3.10 indicates that, 
for the purposes of risk assessment or long-term average concentration estimates, it does not matter 
very much which model is chosen. However, when assessing a release of short duration, the zero 
wind speed model may significantly underestimate the peak on-axis concentration. Therefore, in 
general, it would appear that there is little to be gained by using this type of zero wind speed model 

for the sorts of applications relevant to this project. 

3.4.4 HallllaiJOlleS 
Jones (1997) quotes Hanna’s approach for low wind speeds as crO = 0.5i’, with Q in radians. 

This implies that 0, = O.Sxu?, which is quite different to the standard Gaussian plume model where 

oY = ar. However, it is essentially similar to tbz Sham er al approach with U,, = 0.5/n. 
The effect of using this approach for a release from a 20 m isolated stack in stable F 

conditions is shown in Figure 3.11. It is emphasised that Hanna’s approach implies centreline 
concentrations which are independent of wind speed. Figure 3.11 also shows some results using the 
standard NRPB-R91 model. The results for Fl conditions (with no averaging time correction) are an 
order of magnitude higher than those predicted by Hanna. Conversely, the results for F2 conditions 
(with a 2-hour averaging time) correspond quite closely with those ofHanna. 

One of the difficulties associated with Hanna’s approach is that it is not clear at what 
threshold wind speed it should begin to apply. For example, if one chose I m se’, then Hanna’s approach 
would result in a significant step change (a factor of about ten in F stability) in predicted concentrations 
in going from a standard model at I. 1 m se’ to Hanna’s model at 1 .O m ~8. In order to avoid such a step 

change, the threshold wind speed would have to be about 10 m s-l (in F stability). 
In essence, Han’s approach can be viewed as just an approximation of the averaging time 

approach, without having to specify the averaging time (r) or wind speed (u). However, although it 
may be suitable for some combinations of u and T, it is unlikely to be generally applicable for all 
possible combinations of u and T, and therefore it should only be used with caution. 

3.4.5 Three-dimensional diffusion models 
A number of authors have described analytic solutions to the three-dimensional diffusion 

equation, which could, in principle, be used to predict dispersion in very low wind speeds. One of 
the main advantages of such models is that they can evaluate upwind spread, which may be 
important in some special cases. However, it should be noted that the results of such three- 
dimensional models depend largely on the choice of eddy diftixivity parameters, and that the simple 
analytic solutions generally require that these diffusivities are constant. Lines and Deaves (1996) 
have illustrated how this type of model may be used. 
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FIGURE 3.9 Results using Cagnetti and Ferrara compared with the standard NRPB-R91 
approach for a 1 hour ground-level release in F0.5 conditions 
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FIGURE 3.10 Cross-wind integrated concentrations for a 1 hour release at ground 
level in category FO.5 conditions 
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FIGURE 3.11 On-axis ground-level time-integrated concentrations using Hanna’s 
approach for a unit release from a 20 m stack in category F conditions 
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3.4.6 Arbitrary lower limit on wind speed 
This is the approach that was used in Section 3.2 above, and illustrated as the 24 category 

case in Figure 3.3. It has the following advantages. 

(=I 

(b) 

Cc) 

It is a well-understood approach, and therefore mrxe likely to be accepted by regulatory 
authorities when used in safety cases or risk assessments. 
It does not involve a step change to a different sort of model. Such step changes are bound 
to lead to anomalies in the results that could be misleading. 
It is easy to apply to annual average or short duration situations. 

However, it does suffer from the following disadvantages. 

(=I 

(b) 

The choice of the arbitrary lower limit is not immediately obvious, although 0.5 ms-’ 
appears to be a reasonable estimate for most purposes. 
The use of wind speeds as low as 0.5 ms-’ may not be appropriate when considering 
medium to long range dispersion in stable conditions, as these conditions are not likely to 
persist for more than a few hours. 

It is emphasised that it is not unreasonable to specify a fairly low arbitrary wind speed 

limit, such as 0.5 m SK’, because the averaging time correction will lead to increased values of ov at 
these low wind speeds, which is consistent with the predictions of many low wind speed models. 

3.4.7 Summary 
The common feature within most of the simple low wind speed dispersion models is that 

they modify the plume spread ~~ depending on the wind speed. Any such model which only changes 

cY will not change the predicted cross-wind integrated concentration, and therefore such 
modifications are generally not signiticant in terms of annual average or risk assessment type 
applications, as the dose is generally linearly dependent on the time-integrated concentration, and 
threshold effects are generally not important. In such applications, the most important factor is to 
ensue that a fully representative set of weather categories is used, as this may have a significant 
effect on the results. 

However, if it is necessary to predict the dispersion of a release in a particular wind 
direction (eg to determine the maximum distance at which a particular concentration could be reached), 
then a consideration of low wind speed dispersion will be Impotit. The ideal approach is to use long- 
term detailed meteorological data collected at the site of interest, but this is rarely practicable, and the 
required calculations would not be classed as ‘simple’. Therefore, for practical purposes, the best cUtTent 

advice for a sin+ model is to modify the cross-wind spread parameter crY according to the wind speed. 
There are a number of ways in which this can be achieved, many of which are essentially similar, even 
though they may appear to be quite different. A number of these approaches have been considered above, 

and Figure 3.12 summarises some of the different approaches in termS of the dependence of a, on the 

wind speed. Having reviewed all of these approaches, it is considered that the most widely applicable 
simple approach which is still consistent with the methodology for higher wind speeds, is as follows. 

Use refined weather categories, and not the typical wind speed values used in NRPB-R91. 
Model calms as 0.5 m s-l. 
Use simple NRF’B-R91 Gaussian plume dispersion methodology. 
At large distances, determine whether each particular weather category is likely to persist 
for the required length of time, and if not, then allocate the frequency to the next higher 
wind speed category. 
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FIGURE 3.12 Comparison of various low wind speed approaches for uY(based on F 
stability conditions) 
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(r) If explicit consideration of upwind spreading is required (very rarely the case), then use 
some form of three-dimensional model for distances out to a few hundred metres. 

(0 Ensure that avenging time effects are included. 

It is emphasised that this approach is far from perfect, but it represents a significant 
improvement on the simple NRF’B-RYI approach. 

This approach can be applied to short duration releases and annual average calculations. 

3.5 Effects of improved low wind speed modelling on dispersion results 

This section summarises the effects of applying the methodology recommended in the 
summary at the end of Section 3.4 to some of the typical release situations identified in Section 3.1. 
The results arc compared with those that would be obtained using the standard NRPB-R9I type 
approach, and the key differences are highlighted. 

3.51 Annual average or risk assessment type applications 
The most important improvements are: 

(=I use a wider range of representative weather categories (ie 24 instead of 7), 

(b) model calms as 0.5 m s-’ (the lowest non-zero wind speed category quoted in standard 
Meteorological Oftice data), 

Cc) include the effect of limited persistence of low wind speed conditions, eg 

. 0 to 1800 m-use all 24 weather categories including 0.5 m SC’, 

. ISO& m - model the i 0.5 m se’ categories as 1.0 m se’, 

. > 7200 m - model the 5 I.0 m s-’ categories as 2.6 m se’, 

(It should be noted that, in practice, it would be necessary to examine considerably more 
persistence data before setting the limiting distances noted above.) 

The results of using this approach for an isolated 20 m stack, using Herstmonceux weather 
data, are shown in Figure 3.13. The results indicate approximately a factor of hw increase in the 
annual average concentrations (or risks) at short to medium ranges due to the inclusion of low 
wind speeds. 

Similar conclusions would be reached for shorter or taller stacks, or for releases in 
building wakes. However, the importance of the low wind speeds would be reduced if the release 
had significant positive buoyancy. 

3.52 Safety ease or specific incident type applications 
When assessing a specific incident that has occurred, or when hying to predict the 

dispersion of a release in a particular wind direction, the results are more sensitive to the choice of 
methodology, as we are no longer just interested in the cross-wind integrated concentration. In 
particular, it may be necessary to identify the ‘worst case’ weather conditions, and to predict the 
length and width of a plume in such conditions. ‘Worst case’ conditions have, in the past, generally 
been taken as F2, but it appears that it may be more appropriate to consider some lower wind 
speeds, but with the following three provisos: 

(a) 

(b) 
(cl 

low wind speeds should not be used to predict dispersion beyond the ‘persistence 
distance’, 
a suitable averaging time should be used, which may also be related to the travel time, 
a three-dimensional diffusion model may be more suitable for distances of up to a few 
hundred metres in very low wind speeds. 
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FIGURE 3.13 Effect of improved low wind speed modelling on annual average 
time-integrated concentrations for a unit release from a 20 m stack 
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Figure 3.14 shows an example of a ‘worst case’ weather conditions nssessmrnt for a unit 
release from a 10 m high isolated stack in F stability It should be noted that a 10 m stack has been 
adopted in this example in order that the peak ground-level concentration occurs within the fast 
1800 m. tip to 1800 m, the concentrations are predicted using a wind speed of 0.5 m SC’, and from 
1800 to 7200 rn a wind speed of 1.0 m SC’ is applied. For comparison purposes, Figure 3.14 also 
shows the predictions of the standard NRPB-R91 method for a wind speed of 2 m SK’ (ie the kind of 
conditions typically regarded as representing the worst case). The conclusion that may be drawn is 
that, at low to medium distances, the worst case concentrations may be increased if low wind speeds 
are considered within the analysis. Figure 3.15 shows the extent of the lo4 Bq s m-’ contour using 
these two approaches, illustrating that there is a significant difference in the areas within the 
contour. It is noted that at larger distances (ie > 1800 m) it may not be appropriate to use 0.5 m SC’ 
as the worst case wind speed, and so the difference between the two approaches would be reduced. 

4 Conclusions 

The nuclear industry is generally interested in time integrated concentrations, whether from 
an accidental release or from routine discharges, because dose-response relationships are generally 
taken to be linear with no lower threshold. This is in marked contrast to other major hazard 
industries, such as the chemical industry, where the major hazard risks associated with releases of 
dangerous substances are generally highly dependent on the peak concentration, threshold 
concentration and on the time-dependent concentration variation. This is the fundamental reason 
why sophisticated dispersion modelling in low wind speeds is less of a requirement in the nuclear 
industry than in other areas such as the chemical industry. However, even in the nuclear indushy, 
low wind speeds cannot be ignored altogether, as the likelihood of such conditions is comparatively 
high, and care should therefore be taken to ensure that any safety case, risk assessment or 
calculation of annual average or worst ~nse concentrations therefore includes a consideration of low 

wind speeds. 
This project has shown that there are several ways in which simple methodoiogies can be 

applied to rnsure that the effect of low wind speeds is incorporated. These include: 

(a) 
(b) 

simply using a greater number of representative weather conditions, 
deftig additional low wind speed weather categories (eg on the basis of Weibull 
distributions), 

(cl applying simple low wind speed dispersion models for low wind speed or calm conditions, 

(4 applying additional conditions/provisos to standard dispersion models 

However, having reviewed all of these approaches, it is felt that the best advice is to 
consider the t&x of application for which the dispersion modelling is required, and then use an 
appropriate methodology with suitable assumptions. 

In summary, for annual average concentrations or risk assessment type applications, the 
cross-wind spread of a plume is generally unimportant, as the results depend on the cross-wind 
integrated concentrations. Many simple low wind speed models essentially just modify the 
horizontal spread parameter, and so their use would not result in any significant changes to the 
results. However, this report has shown that the frequency of low wind speed categories may be 
significant, and it is therefore preferable to use a larger number of representative weather categories 
in order to ensure that low wind speeds can be included. It should be noted, however, that low wind 
speed categories should not be used to predict concentrations at distances beyond those which could 
be reached by the plume (ie considering the persistence of these low wind speed conditions). 
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For safety case applications, where the requirement is often to consider the dispersion of a 
release in trpical and worst case weather conditions, the assessment of dispersion in low wind 

speeds is more important. 
Firstly, it is necessary to defme what constitutes the worst case conditions. In the past, F2 

has often been chosen, but this report shows that, at short to medium distances, it may be more 
appropriate to consider F0.5 or FI conditions, depending on whether such conditions could persist 
to the distance of inrerest. A variety of models may be applied, most of which involve modifying the 
cross-wind spread according to the wind speed> resulting in wider but less concentrated plumes than 
would be obtained by simply applying a standard Gaussian plume model approach. Having 
considered a number of such models, it is felt that, for most practical purposes, the inclusion of a 
‘meander’ or time averaging correction to the standard iVRPB-RJI model provides a reasonable 
approach for use at low wind speeds of 0.5 to 2 m se’. This approach results in a u-“* dependence of 
the concentration on wind speed, rather than the u“ dependence usually quoted for Gaussian plume 

models. This u? dependence implies a ‘softer’ singularity as II + 0, implying that it may be 
appropriate to use such models down to fairly low wind speeds (eg 0.5 m s-l). 

In certain special cases, such as when a prediction of upwind spread is required, then it 
may be necessary to use either a puff type model or some form of three-dimensional diffusion 
equation, rather than any form of standard Gaussian plume model. 

Finally, it should be remembered that numerous studies have shown that the best way to 
model low wind speed dispersion is to use detailed meteorological data (wind speed, direction 
turbulence, etc) measured at various heights over the entire area of interest. However, this is rarely 
practicable, except in limited dispersion trials, and so it is necessary to accept that accurate 
predictions at low wind speeds will never be possible using simple models and data. Nevertheless, 
the simple methods recommended in this report are considered to be reasonably conservative best 
estimate approaches, which are appropriate for the sort of applications generally of interest. 
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Summary 

This review exxnines the transport and dispersion of pollution in the vicinity of buildings 

and hills. While the physical processes occurring for buildings have much in common with those for 
hills, the different scales involved mean that most methods for calculating concentrations on 
building and bill surfaces are quite different. 

On bills, the change in temperature of the ahnosphere with height is important. When the 
ground is colder than the air above, temperahxe effects impede the flow of ati over hills. Some flow 

is deflected around the sides of an isolated hill, or stagnates upwind of a ridge. Hills also alter the 
rates at which pollution is transported and dispersed. On steep slopes, areas of complex recirculating 
flow may form. All these processes can lsad to pollution being transported to the hill surface. 

Gaussian plume models developed for use in flat terrain may be adapted for application to 
hills. Simply ignoring most of the effects of the hill can be useful, providing we have some 
understanding of the size and sign of errors that will result. Some simple, empirical assumptions 
about the effects of the hill can be used to reduce those errors, or to ensure that their sign is such as 
to overestimate concentrations. With a modest increase in computational effort, the Gaussian plume 
model may be modified by various transformations of source variables and/or receptor locations. 
Some very simple transformations cm be effective under ceaain conditions, for example 
normalisation of distances and concentrations using source parameters. Alternatively, various 
solutions of the flow and dispersion equations for idealised hill shapes can be used to calculate 
receptor location transformations. This is the approach taken by the American Environmental 
Protection Agency (EPA) in its CTDMPLUS model. CTDMPLUS is already available as personal 
computer code, and has been validated in the field. However, this model, and also the simpler more 
empirical EPA models for dispersion over hills, have been developed primarily for regulatory 
modelling of industrial sources. During the development of a regulatory model, it may be 
appropriate to hme the algorithms to achieve consistent performance within a given tolerance or 
degree of conservatism when predicting certain statistical parameters such as long-term average 
or percentile concentrations. For other kinds of pollutant and source (for example, accidental release 
of radioactive material), it is conceivable that a model may have demands made of it that we quite 
different to those for which it has been developed and validated. It is important to remember that 
this may affect the performance of the model, and quantifying this effect can be difficult. 

An alternative way of adapting the Gaussian plume model to hills, is to use a model of 
airflow to compute new plume centreline and dispersion parameters that take into account the 
effects of the hill. This is the approach used in the ADMS modelling system, with the airflow model 
Flowstar. Computation time using Flowstar is longer than using CTDMPLUS and statistically 

averaged meteorological data cannot be used to compute long-term average concentrations. ADMS 
with Flowstar currently does not consider flow recirculation or stagnation or flow around the sides 
of bills at all. A major advantage of Flowstar over CTDMPLUS, however, is that it takes into 
account the actual shape of real hills, instead of using parameterisations. 

For future development, it is possible to replace Flowstar with a more sophisticated flow 
model such as a k--E turbulence model in a computational fluid dynamics (CFD) code. This would 
allow some treatment of the processes that Flowstar cannot handle. However, the computational 
expense and user skill required are considerable. 

Buildings are even more diverse than hills. Real sites in which there are usually more than 
one building pose B substantial problem for the development of generally applicable models. A first 
approach is to defme an area of influence for each building. That building can then be modelled as 
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an individual block if there are no other buildings in its area of influence. If buildings are closer 
together, and placed inside each other’s areas of intluence, then existing calculation methods 
leave little alternative than to model the cluster of buildings as a single block. Exceptions to 

this are especially c”mm”n configurations such as urban street canyons, for which some empirical 

models exist. 
Owing to the small size of buildings compared with hills, atmospheric temperahrc profiles 

are unimportant in modelling how buildings affect flow. Dispersion near buildings is influenced by 
flow separation, horseshoe vortices and roof-edge trailing vortices, all of which can cause a plume 
to impinge on buildings. These form because of the steep sides and sharp edges of building surfaces. 
Often, for a single building, there are several distinct flow patterns that can arise. Under such 
cticumsrances, it may be appropriate to model each pmem individually, and then to carry out a 
concentration mapping or weighted averaging exercise depending on what information is required. 
When a s”wce is close to a building, the concentration tield can be m”st variable. Models in such a 

regime tend to be highly empirical and applicable only to simple building shapes. Uncertainties up 
to a factor of ten are comm”“place. 

As the plume becomes larger compared with the building dimensions, the Gaussian plume 
model and modifications thereof become more applicable. For s”u~ces upwind of a building, 
spreading of the plume at the building ciluses concentrations to be less than those at the same point 
in space in the absence of the building, but maximum concentiations tend t” be spread over a larger 
area. Therefore, the Gaussian plume model can be used to calculate the maximum concenhation 
intercepted by the building, and this can be used as a conservative estimate of the concentration 
everywhere on the face of the building. For sources on the building itself, conservative estimates of 
concentration elsewhere on the surface can be made as functions of distance from the source relative 

to the size of the source. Similar expressions may be derived for ~“~rces above a building, including 
the ‘2.5.V’ rule defining a stack height above which the plume will not impinge on the building at 
all. In the building wake, the plume may be split into two parts: that which enters the wake and that 
which remains outside. These two parts may then be modelled as if they come from two separate 
SOUICCS. Such an approach is used in the ADMS modelling system. 

In view of the complexity and variety of buildings, CFD and wind tunnel simulations are 
even m”~e attractive than for hills. Even though the lack of significant atmospheric stability effects 
makes this less difficult for buildings than for hills, the computing time and user skill required are 
still considerable. 



1 Introduction 

Releases of material to the atmosphere can occur in situations where a plume can impinge 
on other buildings or elevated ground close to the release point. In some instances, the plume can 
pass over air intakes or windows in the building from which the material is released. This report 
reviews methods for calculating the concentration on the surface of, or inside, buildings or at ground 
level on elevated terrain. It identities situations when plumes might impinge, and describes existing 
methods for calculating the concentration on the ground or the building surface. Most of these 
methods are suitable for incorporation in personal computer programs. The extent to which the 
Gaussian plume model could be modified for application in such situations is addressed. 

The review concentrates on existing models. Some possibilities for the development 
of improved models are identified, but the development of such models is outside the scope of 
this work. 

This review has been carried out at Imperial College Cenae for Environmental Technology 
through ICON Consultants Ltd for the UK Atmospheric Dispersion Modelling Liaison Committee. 

There are several physical and mathematical similarities between dispersion around 
buildings and dispersion around or over hills. However, at the onset of the review, it became clear 
that many modelling methods and approaches for buildings are quite different to those for hills. 

Therefore, this review has been prepared in two separate parts. Section 2 provides a survey of 
methods for calculating concentrations on the ground when plumes impinge on hills. Section3 
provides a similar survey for buildings. In order to facilitate comparison between the two, many 
of the subheadings are the same in each section. In some cases, this entails some duplication of 
material between corxsponding subsections in the hvo sections, but there are some differences in 
the approach depending on whether hills or buildings are being considered - examples of this are 
the use of wind tunnels and computational fluid dynamics. Section4 provides some general 
conclusions concerning choice of model, including a discussion of how modelling might develop 
given the increasing availability of powerful computers capable of solving the flow equations 
explicitly for specific configurations ofbuildings andor hills. 

2 Plumes impinging on hills 

2.1 Introduction 

2.1.1 Background 

The Gaussian plume model is commonly used to calculate concentrations at ground level 
(Clarke, 1979). In its most basic form this model assumes flat terrain of constant surface roughness 
and stationary, homogeneous turbulence. Various versions of the same basic model have been 
devised, assessed and validated using controlled experiments where the conditions were as close as 

possible to these ideal conditions (Barad, 1958; Hanna and Paine, 1989; Venkatram 1996). In 
reality, these conditions are rarely experienced: turbulence is not homogeneous (especially in the 
vertical), nor is it Gaussian, nor completely stationary. In particular, terrain is rarely flat. It is 
therefore necessary for users of Gaussian plume models to be aware of possible effects of departures 
from idealised conditions, including eievated terrain, as taksn into account to some extent by more 
recent models such as ADMS (Carruthers rr a/, 1994). Of special interest are situations where 
plumes impinge on elevated terrain. In such cases, ground-level concentrations can differ by orders 
of magnitude from what would be observed in flat terrain at the same distance from the source. This 
part of the review therefore addresses physical processes that control dispersion over elevated 
terrain, and describes currently available methods for calculating concentrations at ground level on 
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elevated terrain. Modifications to the Gaussian plume model will be considered together with 
alternative approaches. 

The Royal Meteorological Society has produced a policy statement on the justification of 

choice and use of atmospheric dispersion models, and the communication and reporting of results 
(Brittcr et ni, 1995). Amongst other recommendations, this stresses the importance of scientific 
assessment as part of the quality assurance of models, especially where it is necessary to investigate 

conditions that are outside the range within which the models have been validated. In the particular 
case of dispersion over elevated terrain, models can be validated only for idealised, simple 
situations such as an isolated round hill or a two-diiensional ridge, or for individual situations of 
greater complexity With a few exceptions, every piece of real terrain is unique. The vast majority of 
real-life applications of dispersion models over elevated terrain are therefore, to some extent, 
outside the conditions for which the models have been validated. This review therefore aims to 
provide information that will be valuable in perfaming such a scientific assessment. In this way, it 
will be possible to demonstrate the times for purpose of a given model for a specific situation, as 
recommended in the policy statement. 

2.1.2 Existing information and modelling techniques 
2.1.2.1 Historical overview 

Egan (1975) noted that a number of issues requiring knowledge of dispersion processes in 
complex termin were not matched by the required research effort to resolve the many technical 
issues that were then outstanding. Over 20 years later, we find that modelling dispersion in complex 
terrain still presents considerable difficulties. Nevertheless, we now have the hvo-fold benefit of a 

series of experiments observing the effectz of hills on dispersion together with increasingly readily 
available computers of great power capable of solving the complex basic equations. 

2.1.2.2 Laboratory and/i&i aperiments 
Experiments can be divided into two main categories: laboratory and field. These can be 

subdivided into three categories: isolated round hills, hvo-dimensional isolated ridges, and more 
complicated sihlations. In some cases, field experiments have been repeated in the laboratory. 

Laboratory experiments are usually in wind hmnels or towing tanks. In a wind tunnel, the 
fluid is a gas moving at a speed scaled according to the size of the model hill. In a towing tank, 
the fluid is a liquid, and a model of the hill is pulled through it (often upside down) at a speed 
related to the scale of the model and the difference in density and viscosity between the liquid and air. 

It can be argued that laboratory experiments benefit from conhollability of conditions that 
is lacking in the field. In principle, however, it is possible to characterise field conditions at least as 
precisely as in the laboratory. The main advantage of laboratory experiments is therefore one of 
cost, which allows a much larger amount of data to be collected. It would be prohibitively expensive 
to wait in the tield for natural conditions to vary through all the conditions of interest (coincident 
with a suffkiently large fraction of the instrumentation functioning correctly) at a single location, 
yet alone in a variety of situations. The disadvantage of laboratory simulation is that it may differ 
from field conditions, because it may be impossible to scale down the lengths and velocities to 
conserve all the governing parameters, especially when thermal effects are involved. 

The calculation methods considered in this review have been compared with a mixture of 
tield and laboratory measurements. In undertaking such comparisons, it is important to consider 
measurement error and, in the case of laboratory measurements, the imperfect representation of the 
real atmosphere. It is therefore unfortunate that few papers describing model validation exercises 

52 



consider such uncertainties. These uncertainties cannot therefore be considered in this review either. 
In many cases (for example when comparing an extremely nai’ve modelling approach with one that 
is much more realistic), the differences between different calculation methods will be much larger 
than expected experimental errors in field measuren~nts. Nevertheless, when a specific model is 
applied to a specific problem consideration of the accuracy of the measurements against which it 
has been validated is an important part of the scientific assessment of the model, especially when 
validation has been restricted to the laboratory. 

Existing calculation methods vary immensely in the quality and quantity of information 
they are designed to provide and also in the computational resources and user effort required to 
produce results. The XRPB-R91 model (Clarke, 1979) requires only a pocket calculator to obtain 
concentrations from graphs of dispersion parameters. Computational fluid dynamics models, at the 
opposite extreme of complexity, can require hours or even days on a Unix workstation or 
supercomputer. In between are several methods that can be, or have already been, incorporated into 
programs that will mn on a readily available personal computer in a matter of minutes or hours. 
Some of these models attempt to reproduce short-term average concentrations or ensemble mean 
concentrations for given broad-blush meteorological conditions, by making as few simplifying 
assumptions as possible within the constraints of the chosen method of numerical soiution. Others 
intentionally err on the side of overestimating concen’uations, as they are intended to be screening 
models. The theory is, if a screening model predicts that concentrations will not give cause for 
concern, it is safe to take no further action. If screening identities a possible problem, then more 
accurate models should be used to investigate further if time and need so dictate. 

In view of the difficulties inherent in modelling dispersion over complex terrain, the use of 
screening models is an even more valuable step in impact assessment than it is in simpler situations. 
However, it is still necessary to beware of screening models producing large underestimates of 
concentration or area-at-risk, where they qualitatively predict the wrong patterns of dispersion. Also, 
the computational resources or run time of a model are not necessarily related to the amount or 
quality of information it produces. 

Using some simple modelling techniques, for example, annual average concentrations can 
be much more reliably predicted than short-term average concentrations. This is because, over a 
year, extreme conditions that are not treated well by the model are averaged out to some extent. 
However, to model an annual average ideally requires a separate calculation for each hour of a year. 
In most cases, this is prohibitively time consuming, so statistical meteorological data are used to 
reduce the computational effort. Research is currently in progress to d&tine with what resolution 
nxteorological parameters need to be classified in such statistics, in order to avoid erroneous 
averages. The danger is that extreme conditions may be missed which, owing to the non-linearities 
that exist, may have a much greater impact on the long-term average than their frequency would 
suggest. These unusual cases could, of course, have a prolonged effect when toxic pollutants are 
involved. Furthermore, most studies of the effects of using statistical meteorological data are 
applicable to flat terrain In elevated terrain, additional sensitivities can cause finer resolution 
meteorological data to be required. This will be discussed further in Section 2.1.4. 

2.1.3 Classification of types of release 
Releases that are liable to impinge on hills may be classified according to their location 

horizontally relative to terrain features and also according to the height of the release relative to the 
terrain altitude. 
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The study of Khurshudyan et al (1981) and the results summarised by Snyder (1983) 
consider releases at three positions horizontally relative to a hvo-dimensional ridge: on flat ground 
upwind of the ridge, on the highest point of the ridge, and on flat ground downwind of the ridge. A 
similar categorisation can apply to a round hill. Most of the calculation methods that will be 

considered will concentrate on sources upwind of the elevated terrain. However, we will see that it 
is necessary also to consider the possibility that plumes from sources downwind of the bill can also 
impinge on the hill surface. 

The American Environmental Protection Agency (EPA) defines three different rypcs 
of terrain according to the height of the source release compared with the maximum altitide of the 
terrain (Figure 2.1): 

(a) simple terrain maximum terrain height below stack height, 

(b) complex terrain terrain rising above plume crntrelinc height, 

(4 intermediate terrain: terrain rising above stack height but not above plume centreline height. 

FIGURE 2.1 Terrain types as defined by EPA 

2.1.4 Role of atmospheric conditions and strntilication 

Atmospheric temperature gradients may be classified according to the following three 
categories. 

(a) 

(b) 

When there is little or no vertical transport of heat in the atmosphere, temperature 
decreases tith height. This is because rising parcels of air cool by adiabatic expansion and 
descending parcels of air are heated by adiabatic compression. These conditions arc called 
neutral, because the vertical temperature profile neither encourages nor inhibits vertical 
motion?. Neutral conditions occur typically when it is cloudy and windy. 
When the sun heats the surface of the Earth, this causes the drop of temperature with height 
in the atmosphere to be accentuated. Under such conditions, a rising parcel of air fmds 
itself less dense than its surroundings, so it tends to continue rising. These conditions are 
therefore called unstable. The most unstable conditions occur when the ground has been 
heated by the sun and winds arc light. Instability is also caused by the advection of cold air 
over a warmer surface, as behind a cold front. 
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(cl Conversely, when the surface of the Earth is losing heat to space, the decrease in 
temperature with height in the atmosphere is reduced, or even air at the surface may be 

colder than that aloft. A rising parcel of air under such conditions finds itself denser than 
its surroundings, so tends to sink back down. These conditions are therefore called stable. 
The most stable conditions occur at night when the sky is clear and the wind is light. 

Stability is also caused by the advection of warm air over a cold surface, as behind a 
warm front. 

Unstable convection can be enhanced by bills in two ways. Firstly, air approaching a hill is 
forced to rise. Under circumstances where this process leads to the formation of orographic cloud, 
the heat released adds to the atmospheric instability. Secondly, south-facing slopes in the northern 
hemisphere tend to be warmer than flat surfaces, which can cause significant persistent convective 

cells to lock on to hills. In stable conditions, gravity can cause air to tlow down hill slopes locally, 
regardless of the direction of any light wind elsewhere. The effects of such interactions between 
hills, stability, flow and clouds are considered in some detailed models (eg Clark, 1977) but not in 
any of the dispersion calculation methods that will be considered in this review. 

When wind blows over the rough surface of the Earth, a turbulent boundary layer is 
formed, within which thermal and kinetic energy are transported to and from the ground. In stable 
conditions, the boundary layer may be only tens of metres deep. In unstable conditions, it can extend 
for kilometres above the Earth’s surface. Many hills in the UK are high enough to occupy a large 
fraction even of a relatively deep, well-mixed, day-time atmospheric boundary layer. Shallow, 
nocturnal boundary layers are frequently of lesser vertical extent than even the smallest hills. We 

shall see in Section 2.2.1 that the height of many hills in the UK is sufficient for commonly 
occurring stable stratification to impede the lifting of streamlines to follow the topography over a 
hill or ridge. Atmospheric conditions, especially stratification and boundary-layer height or the 
presence of temperahxure inversions, thus play a very important role in determining the way in which 
plumes disperse over hills. This is a major difference behvern dispersion around buildings and 
dispersion over and around hills, owing to the difference in size between buildings and hills. 

It is known that ground-level concentrations calculated by dispersion models such as 
ADMS over flat terrain can be extremely sensitive to meteorological inputs. For example, when a 

plume travels close to the top of the boundary layer, a few tens of metres difference in the 
boundary-layer height estimated by ADMS using standard meteorological parameters can determine 
whether or not the plume diffuses down to the ground. This is because there is a positive feedback 
effect as the dispersion parameters increase from the inversion downwards towards the middle of the 
boundary layer. The use ofmeteorological measurements made some distance away from the area of 
interest can easily cause an error of tens of metres in the boundary-layer height, and thus caxc large 
errors in ground-level concentrations in these conditions. Over elevated terrain, such errors will tend 
to be larger than they are over flat terrain Scientific assessment of the assumptions made in a model 
to be used over elevated terrain is therefore even more important than it is over flat terrain. The 
importance of this increases as models of increasing complexity are used, as these have a greater 

potential for marked sensitivity to meteorological input. 
In general, the influence of hills on dispersion is much greater in stably stratified 

atmospheric conditions than when the ahnosphere is unstable. This is because, when the atmosphere 
is not stable, the streamlines can very easily rise to follow the changes in terrain height. Under such 
conditions, the effect of the hill is slight. We will ignore unstable conditions in which airflow over 
hills triggers convection, as this is B highly complex turbulence problem not treated by any 
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short-range models we have found. In the same way, we will not consider plume buoyancy or 
self-heating releases. We note only that any such process that causes a plume to rise high up in the 

atmosphere has the potential of causing deposition to the ground hundreds of kilometres or more 
from the source, as was found in the Chernobyl nuclear plant accident. The effect of hills in unstable 
conditions therefore perhaps needs to be considered in long-range transport models. This review 
will concentrate mostly on neutrally buoyant plumes in neutral or stable atmospheric conditions less 

than 100 km from their source. 
Nevertheless, it should be noted that, over flat terrain, the highest ground-level 

concentrations from elevated sources ofpollution are experienced in convective unstable conditions. 

This is because large turbulent eddies can bring an elevated plume down to the ground close to the 
source. Complex terrain can have exactly the same effect in less unstable conditions or even in 

neutral or stable, as the transport of a plume down to the ground is aided by the ground rising up 
towards an elevated plume. Under unstable conditions vihrre hills cause levels of convective 
turbulence to be increased, it is possible for emissions from elevated sources to be brought down to 
the ground even more easily on the hills or in their lee than on flat ground. 

2.2 Flow patterns and pollutant dispersion wer and around hills 

22.1 Major characteristics of mean flow wer and around hills 
Hills influence mean flow in three ways. Firstly, they cause the streamlines to be deflected. 

This can be either in a vertical or a horizontal direction. Secondly, they cause the air to speed up or 
slow down. Thirdly, they can cause large disruptions to the flow in the form of separation region?.. 
Each of these will be considered separately below. Hills also generate additional turbulence. 

2.2.1. I Horizontal and vertical defrection of streamlines 
The most salient feature of the influence of hills on flow and dispersion is the concept of 

critical dividing streamline height. This theory has been developed for isolated round hills in stable 
atmospheric conditions. Air approaching at a height z further from the ground than the critical height 
is able to rise and pass over the hill. Air approaching below the critical height, however, has 
insufficient kinetic energy to cwercome the downwards force on it due to the stratitication of the 
ahnosphere (Figure 2.2). 

flow over hill 

--~?pg 

FIGURE 2.2 Critical dividing streamline height 
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The critical height is a Function of the Froude number, 

where N is the Brunt-V%Gi frequency 

(2.1) 

(2.2) 

and U is the wind speed upwind of the bill, His the height of the hill, g is acceleration due to gravity 

and p is the density of the air. A Froude number much greater than unity describes flow dominated 
by inertial effects. A Froude number less than unity describes flow dominated by stability 

Hunt et a/ (1978a,b) tested a postulation of Sheppard (1956) and demonstrated the 

usefulness of a critical height 

h, = N(l- Fr) (2.3) 

for constant density gradient and uniform upwind velocity profile. This may be generalised (Snyder 
er nl, 1982) to arbitrary velocity and density profiles by an iterative solution to the expression 

(2.4) 

For an isolated hill, air approaching below h, will tend to divide and pass around the sides 
of the hill. For a ridge, no such route exists, so the air below h, will tend to stagnate. Either 
behaviour can potentially influence ground-level concentrations vmy markedly indeed. 

The presence of a temperature inversion in the atmosphere can have a similar effect. If 
there is a temperature inversion below the height of a ridge, unless the wind is strong enough or the 
slope gentle enough, the air will tend to stagnate below the inversion in a similar fashion to how it 
does below the critial height in stably stratified conditions. 

Gravity waves are a further mechanism by which flow over hills can cause streamlines to 

be deflected in the vertical. In stable conditions, these can ca~lse the effect of the hill in bringing a 
plume close to the ground to occur several hill-lengths away from the hill as well as on the hill itself. 

2.2.1.2 Transition/km two-dimensional ridge fo three-dimensional hill 
In cases such as that described above (Section 2.2.1.1), where the major characteristics of 

the flow are different for a two-dimensional ridge than for a three-dimensional hill, the following 
method of calculating critical bill size in the horizontal may be tentatively applied. It should be 
noted that the authors of this review did not find any such calculation in the literature, and so offer 
this formulation without any field or laboratory validation. 

One physical process that will disrupt the flow around a three-dimensional bill, causing it 
to become more like that upwind of a ridge, is the influence of synoptic-scale horizontal pressure 
gradients. In Section 2.3.3.1, a model is described which permits calculation of the acceleration of 
air parallel to the hill surface~as it is deflected to flow around a round bill. Using the nomenclature 

of Section 2.3.3. I, approximating sin 0 -y/r for r ny gives 

dy -U(rz+RZ)y 

dt=m= 2 
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and, differentiating with respect to time to calculate acceleration, 

dZ Y -C@+R*) dy -z 
dt* 73 -z 

The force exerted by the hill as it deflects the streamlines is therefore balanced by the 
force due to a horizontal gradient in the pressure,p, when 

(2.7) 

where p is the density of air. 
If we consider these forces on a volume of air of approximately the same size as the 

portion of the hill for which we want to predict the flow characteristics, we can set y = R and r = 2k 
to yield the condition 

h 0.4p 
x simplifies approximately to R < - 

dp;dy 
u2 

for the hill to behave as a three-dimensional obstacle rather than as a two-dimensional ridge. In this 
context, R is best taken as the half-width or radius of cur~ahxe of contour lines for the part of the 
hill facing the impinging plume, either at the plume height or at the critical dividing streamline 
height h,. 

For a moderate pressure gradient of a couple of millibars per hundred kilometres 
(2 IO-’ N m”) and a wind speed of 10 m ~5’ away from the hill, this gives a critical hill width or 
radius of about 20 km, which is towards the upper limit of validity of most of the models 
considered in this review. It should be noted, however, that this treatment of the problem predicts 
that the central parts of much smaller hills can behave more like a section of a two-dimensional 
ridge at lower wind speeds. 

The EPA model CTDMPLUS (see Section 2.3.4), which was validated in terrain that 
included a hill that had a straight side of length about 3 km (Paumier er al, 1992), assumes that hills 
are ellipsoidal and does not seem to include a transition to a two-dimensional ridge for low wind 
speeds and wide hills (Perry, 1992). 

2.2.1.3 Flow deceleration and acceleration 
In neutral or stably stratified conditions, the flow of air decelerates on encountering the 

rising slope at the upwind edge of a two-dimensional ridge perpendicular to the wind direction. It 
then accelerates at the summit, in order to satisfy conservation of mass as the streamlines are forced 
closer together. At some distance downwind of the summit of an isolated ridge, the flow must 
return to the undishxbed upwind flow. In a neutral atmosphere, the flow over a symmetrical ridge 
is itself symmetrical. Neutral flow therefore slows down again on descending the lee slope. Stably 
stratified flow, however, or flow that is influenced by an inversion layer above, can be markedly 
asymmetrical about the axis of a ridge. When the Froude number (see above) is close to unity, 
strong downslope winds can he generated, which may persist downstream for a distance of several 
times the height of the hill. Such effects can be accentuated further when the hill summit is close to 
the top of the boundary layer, especially if an inversion below that height has been deflected 
upwards to allow air to flow over the hill. 

Changes in the mean flow of air over a ridge influence the rate at which a plume is 
dispersed. Similar considerations apply to flow over a three-dimensional hill, but with the added 
possibility of streamlines being deflected horizontally as discussed above. 
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2.2.1.4 Flow separnfion 
If the slope of a hill exceeds a certain gradient, it is possible for the mean flow velocity 

shear to become zero at some point near the surface (considering linear theory - see 
Section 2.3.1.2). This shuts off the transfer of momenhun to the surface and so causes the mean 
streamlines no longer to follow the hill surface. Locally, the flow at the surface can be in the 

opposite direction to the flow aloft. On the upwind side of a hill or ridge, stagnation, blocking and 
flow around the side of a hill have been considered above (Section 2.2.1 .I). In addition, flow 

separation readily occurs on the downwind slopes of a hill or ridge, associated with the formation 
of a wake. 

Flow separation can be expected for slopes of gradient greater than about 1 : 3 or 1 : 2. 

The size and position of a zone of separated flow can be influenced by the surface roughness of 
the hill (Gong et al, 1996). For example, the presence of trees can have a strong influence 

(Kobayashi et al, 1994). 

2.2.2 Criteria for plume impingement on the ground 
Three mechanisms exist that can cause material from a plume to be transported on to 

elevated ground. These are turbulent diffusion, streamline divergence, and stagnation and 
separation. Consideration of each of these in turn will allow the meteorological conditions leading to 
impingement to be identified for a given topographical situation and source location. In addition 
to plume impingement, it is necessary to remember that gamma radiation can reach the ground from 
an elevated radioactive plume that does not itself impinge on the ground. 

2.2.2. I Dif/loion 
For a plume in which material is bzing advected over the top of elevated terrain, turbulent 

diffusion will bring material down to the ground if the vertical depth of the plume becomes 
greater than the height of the plume centreline above the ground. Elevated terrain can influence this 

in two ways. 
Firstly, regions over elevated terrain can exist in which dispersion occurs more rapidly than 

over flat terrain. A example of this was considered in Section 2.2.1.2, where the mean flow velocity 
decreases on the upwind slope of a hill, causing dispersion to be enhanced. Alternatively, when the 
mean flow near the surface accelerates, a special case of enhanced dispersion can occur by the 

formation of Kelvin-Helmholtz instabilities in regions of high shear. In particular, when a plume 
travels above the boundary layer, speed-up of the wind inside the boundary layer can cause 
Kelvin-Hehnholtz instabilities (like breaking waves) in the inversion above the hill, bringing 

tongues of polluted air down through the inversion to the ground. These chaotic Kelvin-Hehnholtz 
instabilities may be contrasted with ‘ordinary’ turbulent diffusion in that they are more difficult to 

predict in detail. 
Of more significance in many situations is the tendency of the plume centreline over 

elevated terrain to come closer to the ground than over flat terrain. This was considered briefly in 
Section 2.1.4, in which it was mentioned that stable stratification of the atmosphere tends to prevent 

streamlines from rising to pass over elevated terrain. 
The same applies in the horizontal when streamlines pass around the side of a hill. Plume 

spread in the horizontal is nearly always greater than in the vertical, even over flat terrain Hills have 
a greater tendency to increase dispersion laterally than vertically. Furthermore, the conditions under 
which streamlines are deflected past the side of hills are often those in which the flow velocity is 
reduced and so dispersion is increased. For these three reasons, lateral turbulent diffusion can, under 
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some conditions, cause a plume to impinge on the ground at an even greater distance from the plume 
centreline than vertical turbulent diffusion. It should be pointed out, however, that increased 

dispersion, although able to cause impingement, also reduces concentrations by dilution. 
In order to determine whether or not a plume will impinge, the effects of vertical and 

lateral dispersion xed to be considered together with the effects of streamline divergence, which a.~ 
outlined below. 

2.2.2.2 Slrenmline divergence 
In Section 2.2.1.1, the flow of air around the sides of a hill below a critical height was 

described. This leads to streamline divergence at the hill surface along two lines, as follows. 

Below the critical height, there is a line which separates the flow around one side of the hill 
from flow around the other side. On an ideal, symmehical hill with constant wind direction, this line 
will be vertical where a line parallel to the wind direction passing through the centre of the hill 
intersects the hill surface. Along this line, it is possible for streamlines to approach the hill without 
deflection to either side. The velocity must decrease to zero to satisfy the boundary condition of an 
impenetrable hill surface, but the streamline does effectively impinge directly on the sound. (In 
fact, as the air slows down on approach to the stagnation region, the Coriolis force decreases. The 
air then tends to follow the pressure gradient to the left parallel to the hill surface. It is, however, 

diffkult to predict to what extent this reduces the impact of streamline divergence, so we shall 
ignore it here.) The streamike divergence does not of itself increase the concentration above that at 
the same point in space in the hill’s absence. Nevertheless, whatever plume material that is being 
advected along that streamline can be carried into a stagnant region where it will come into direct 
contact with the ground. At such a point of direct impingement, ground-level concentrations can 
therefore be much higher than they would be in the absence of the hill. 

At the critical height, there is a horizontal line around the hill, above which air flows over 
the hill and below which air flows around the sides of the hill. In the corresponding situation on a 
ridge, the air below the critical height will tend to stagnate. If we consider the idealised model in 
which this transition is sharp, there is a possibility that a streamline travelling along the boundary 

will impinge on the ground. In reality, this surely cannot occur, as any tinite wind shear would 
soon be smeared out by a correspondingly large transport of momentum! However, it is prudent to 
consider the possibility that some more realistic process could occur, at such a transition, that might 
cause a plume to impinge on the ground. An example of such would be the advection of the plume 
into a stagnation region below the critical height, with a point of entry close to the hill surface. Also, 

fluctuations in wind speed will mean that the critical height is constantly changing. 

2.2.2.3 Stagnarion and separation 
As mentioned above, plumes can impinge on the ground at the edge of areas of stagnant 

or separated flow that were discussed in Section 2.2.1.4. Within such areas, especially in the case of 
separated tlow, the transport of material is complex and difficult to predict. This will be discussed in 

more detail below. 

2.3 Calculating concentrations on hills 

2.3.1 Overview of nvnilable methods 

Where a tlow of air encounters a hill, hvo distinct approaches can be employed to calculate 
concentrations in B plume canied by that air. The first approach is to attempt a solution to the 
Eulerian continuity equation for the concentration, using suitable parameterisations to reduce the 
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number of unknowns to the number of equations, or a Lagrangian expression for the motion of 
particles in the plume. The second approach is to solve the equations of motion for the flow of air 
first, without the plume, and then use the resulting field of mean velocity and turbulent fluctuations 
to calculate how the plume is transported and dispersed. These approaches will be summarised here. 
Examples of each approach wiil then be examined in detail in the sections that follow. 

2.3. I, 1 Derivation ofplume equations overfIat and elevated terrain 

The concentration at a fixed point in a plume may be described by the conservation of 
pollutant-mass equation. This states that the rate of change of concentration in time is given by a 
sum of terms, each one of which describes one of the processes of advection, diffusion, reaction, 
radioactive decay and emission that cause the concentration to build up or to be reduced at that 
point. The advection term includes fluid velocities, which must satisfy Piewon’s laws of motion as 
described by the Navier-Stokes equations. Unfortunately, this leads to a larger number of unknown 
variables than expressions to solve for them - the well-known closure problem of turbulence. In 
order to reduce the number of variables, it may be assumed that the mean turbulent flux of material 
from a more concentrated part of the plume to a nearby, less concentrated part is proportional to the 
mean concentration gradient behveen the two. This assumption is valid, providing the turbulent 
velocities are high but persist only a short time before being replaced, defining length and 
timescales that are much smaller than those defining the evolving concentration distribution. This 
Eulerian approaih (ie in a fixed coordinate system) leads to the atmospheric diffusion equation. For 
a source emitting at rate Q, neglecting reaction and decay, this may be written as 

(2.9) 

where C is the concentration, t is the time, u is the mean wind speed, x is the distance along the 
mean wind direction, y and z BR the distances perpendicular to the mean wind direction, and K,, 
&and K, are the diagonal elements of the eddy diffusivity tensor. This eddy diffusivity is the 
constant of proportionality that was assumed between the flux and the concentration gradient. 
Usually, the eddy difiixivity is equated to the equivalent momentum diffusivity proportional to the 
product of the turbulent velocity variance and its length-scale. Diffusivities can be measured in tield 
or laboratory experiments. In simple situations, it is then possible to solve the diffusion equation 
analytically to obtain the concentration at any point in a plume at time f, given certain boundary 

conditions such as the concentration field at I = 0. In more complex situations, an approximate 
numerical solution may be found. 

An alternative approach is to use a Lagrangian framework instead of the Eulerian one. 

Instead of considering the amount of plume material arriving at and leaving a fixed point in space, 
the Lagrangian method follows small volumes of air as they move along streamlines in the mean 
flow. ??x probability that one such small volume will be at a certain point is given by the 
probability that it was at some other point a short time previously multiplied by the probability that 
it moved from the first point to the second, integrated over all possible first points. This probability 
that the small volume of fluid moves from one given point to another is called the transition 

probability For turbulent flow in general, this is unknown. However, if we assume that the 
fluctuations in velocity at any point assume a Gaussian distribution and are the same everywhere, 
the equations derived using the Lagrangian formulation can be solved to yield the well-known 
Gaussian plume formula for the concentration from an instantaneous point source of strength 4 at 
(x,y,z) = (O,O,O), which follows. 
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C(r,y,z,t)= Q 
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(2.10) 

where qr, nY and D: are the variances of the distances that a smail volume of air travels in a given 

time in the x, y and z directions, respectively. A similar expression may be derived by solving the 

diffusion equation for an instantaneous point source. 

In a similar f&ion, either the Lagrangian or the Eulerian approach may be used to tind 

analytic expressions for concentrations from releases of finite duration, continuous releases, and 

extended sources. In this review, we will consider primarily continuous point sources. 

The simplest way of adapting these approaches to dispersion over elevated terrain is 
simply to ignore the presence of bills and to use the above plume formulae without modification, 

with or without using terrah-following coordinates (Figure 2.3). When using terrain-following 

coordinates, the assumption that the terrain is effectively flat when it is not, is then just one of 

several approximations that are made in the derivation of the plume formula. The same applies 
to the assumption that elevated terrain effectively has no influence over flow or dispersion, that 

is being made if ordinary flat-earth coordinates are used. In some cases, scientific assessment of 
such a model will allow the sign and order of magnitude of the 2x0~ in such a gross simplitication 

to be estimated. Even if the magnitude of the error is unknown, such a model can be used as a 

screening merhod if it can be shown that the sign of the error is such as to overestimate the 

concentration of interest. 
The first level of retinrment is still to use a plume formula that is essentially derived for 

flat ground. but to alter some of the assumptions concerning, for example, the boundary layer height 

and plume centreline position over the elevated terrain. 
The alternative is to go back to first principles and re-derive a plume equation specifically 

over the elevated terrain of interest. The methodology is similar to that by which the Gaussian 
formula is derived over flat terrain, with the exception that the lower boundary condition is a curved 

surface instead of a flat one. 
Although mathematically elegant, these last methods are of limited applicability. For some 

such methods, it is simply impossible to solve the equations for situations that are not geometrically 

extremely idealised. It is therefore appropriate to consider the modelling of airflow and turbulence 

over hilis in some detail. 

2.3.1.2 Modelling ailjIow over elevated ferrain 
Calculation of mean flow and turbulence over hills suffers from the same mathematic;ll 

problem as that of dispersion over flat terrain, namely that the Navier-Stokes equations provide 
more unknown quantities than expressions to solve for them. A widely used assumption to achieve 

closure and allow analytical solution of this problem in a turbulent boundary layer is known as the 

mixing-length assumption. In such a mixing-length model, the Reynolds stress at a point is taken to 
be a linear function of the mean velocity shear (rate of change of a component of the flow velocity 
with respect to distance perpendicular to the direction of that component) at that point. The constant 

of proportionality is called the eddy viscosity. This can be calculated as the square of the mixing 
length multiplied by the magnitude of the mean shear, or some similar expression. It is possible to 
derive differential equations in this way that are linear. This allows efficient Fourier or Laplace 

transform methods of solution to be employed, resulting in acceptable resolution and nm time using 

modest computing resources. 
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FIGURE 2.3 Terrain following coordinates (lower panel) compared with ignoring the 
hill altogether (upper panel) 

In order to permit analytical solution of the Navier-Stokes equations, however, the mixing- 
length model assumes that all eddies die out before they can travel far enough to find themselves in 
a region where the mean tlow field is signScantly different to that where they started. (This 
distance, over which eddies lose their identity, is the mixing length. It has to be small, compared 
with the length-scale of the problem under investigation, for a non-linear term in the equations to 
become insigniticant.) Thus, it is as if the amount of hxbulence at a point is determined by the 
mean velocity shear at that point and nowhere else. This is called local equilibrium of turbulence. 
The assumptions we are making here for velocity and turbulence are similar to those we made for 
concentration and flux when we derived the diffusion equation. Observation of the wake bebind 
a bluff body, however, immediately shows that there are situations where local equilibrium of 
turbulence is a poor assumption. Turbulent eddies are produced in regions of high shear near the 
surface of tbe body. These can &II be shed and travel downstream. In the wake, hubulence and 
Reynolds stress are therefore caused not only by the local shear, but also by the transport of 
hubulent kinetic energy from more highly sheared regions upstream. Local equilibrium also cannot 
be expected in unstable convective conditions where turbulence is dominated by the sensible heat 
flux at the ground. 

An airflow model that takes into account departures from local equilibrium of turbulence is 

the k--E model, where k is the amount of turbulent kinetic energy per unit volume of fluid and E is the 

rate of dissipation of k. Because 6 is allowed to be smaller or greater than the rate of production of 

k, turbulence can be transported, as we observe. The term ‘k--E closure’ refers to the assumptions 
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that are made in such a k-c model, to reduce the number of unknowns such that modified 

Navier-Stokes equations can be solved fork and E. The resulting equations, however, are non-linear. 
The solution method required therefore becomes computationally much more expensive than for 

linear models. Often, a compromise must be made between resolution and expense. This affects 
not only the resolution of the model output but also the values of mean-flow and turbulent velocities 

that are calculated. as the continuous equations are solved on a discrete grid. These errors are 

analogous to the errors that arise when using a simple rectangle, parallelogram or Simpson’s 

formula to integrate the area under a curve, and are called discretisation errors. In k--E modelling, it 
is possible for discretisation errors to become as problematic as errors caused by approximations 
made in the derivation of the equations themselves. 

2.3.1.3 Conclusion 
Topographical features in the UK provide a continuum from flat ground through 

streamlined, gentle hills to bluff bodies such as cliffs. We can therefore expect different approaches 
to the calculation of concentrations to be appropriate for different situations. What is not 
immediately apparent is at what height and gradient, and under what meteorological and plume 
conditions, a hill ceases to be streamlined and becomes a bluff body. This will become clearer as the 
various solution methods are scientifically assessed in the sections that follow. 

23.2 Empirical assumptions 
2.3.2.1 Unmodl/ied Gaussian plume model 

The simplest possible treatment of elevated ground in dispersion modelling is simply to 
ignore all hills. This is the recommended course of action in the user guide to the ADMS model 

when hill slopes are less than 1 : 10, owing to the large increase in nm time that is incurred on 
invoking the ADMS hills module. Clearly, this course of action is most suitable when the hill has 
very little effect on the dispersion. 

In stable conditions, it is likely that ground-level concentrations will be higher on elevated 
ground than on the flat, as the elevated ground rises up towards the plume centxline. In order to err 
on the side of overestimating concentrations, terrain-following coordinates should therefore not be 
used in such conditions. Rather, the Gaussian plume equation should be set up for flat terrain, and 
then calculations performed for receptors at the height of the elevated ground. 

In unstable conditions, the plume centreline will tend to follow the terrain, so it will be 

adequate to use terrain-following coordinates, or rather to assume that all receptors are on flat 
ground. Furthermore, on low, gentle hills in unstable conditions, the differences behveen the 
traditional Gaussian plume model and a second-generation skewed-plume model such as ADMS 
will almost certainly be greater than the effect of elevated terrain. 

Uncertainties in meteorological input can have a significant effect on model results in all 
conditions, as discussed in Section 2.1.3. This is a strong argument in favour of employing the most 
simple modelling strategy and diverting effort to ensuring quality of model input. The occasional 
extreme sensitiviry of ADMS to inversion height should give cause for concern, as the presence of 
elevated ground will introduce even greater uncertainty over inversion height than there is over 

flat ground. 
By simply ignoring elevated terrain, it is possible to underestimate ground-level 

concentrations when hills cause the plume centreline to be deflected downwards. This method will 
also tend to overestimate dispersion somewhat near the summiit, where speed-up ~of the mean wind 
causes dispersion to be reduced over a hill (unless new enhanced turbulence is generated). The 
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results of this method are clearly inappropriate under conditions when blocking, separation or 
critical streamline heights are likely to occur. 

In stable conditions, if it can be shown that the plume is all above the critical dividing 

streamline height (see Section 2.2.1.1), a much less conservative estimate may be made by assuming 
neutral conditions above the critical height and using terrain-following coordinates. 

2.3.2.2 Limited terrain adjustment 

The EPA indushial source complex model ISC3 (EPA, 1995) is a traditional Gaussian 

plume model that lacks the hills module of the ADMS modelling system. It does, however, make a 
few empirical assumptions about the effects of elevated temain, described as ‘limited terrain 
adjustment’. The EPA modelling guidance recommends the use of this method for rolling terrain 
that does not exceed the height of the release (also called simple terrain - see Section 2.1.3). In 
ISC3, any ground rising above this height is simply chopped off. It is important rhat any model 
programmed to do this on a computer should issue a clear warning message! 

lSC3 assumes that the plume is not deflected in any direction by the elevated ground. The 
mixing height, however, is assumed to be terrain-following (even though this is not very probable, 
as the air above the boundary layer is stably stratifiedj. Also, the vertical variation of wind speed is 

taken from the height of the elevated terrain. 
This method is described as a screening method, ie designed to overestimate ground-level 

concentrations crudely. The assumption of no vertical plume deflection should achieve this in 
unviable conditions. Unfortunately, these are the conditions in which the ISC3 Gaussian plume 
formula can fail to bring material down to the ground sufficiently from an elevated release. 
Funherrnore, in any atmospheric conditions, as the mixing height rises to follow the terrain, the 
strength of any reflections from the inversion will be reduced. Also, dispersion will be increased as 
the elevated ground causes modelled low wind speeds Neal the ground to be encountered by an 
elevated plume. This is why ISC3 is recommended only for simple terrain, below the release height. 
However, care should be taken to identify any situations where the presence of elevated terrain does 
not cause ISC3 to predict higher concentrations on elevated terrain than it would on flat terrain, and 
the physical realism of the assumptions leading to such predictions should be assessed. 

2.3.2.3 COMPLEX1 screening model 
A first attempt at making some more sophisticated assumptions than the hvo methods 

above is represented by the EPA COMPLEX1 screening model. As the name suggests, it is designed 
for elevated ground at heights above the plume centreline height, but is still a crude model that 
attemprs to err on the side of overestimating concentrations. EPA recommends (Guideline on Air 
Quality Models), that the limited terrain adjustment of KS3 should be used for lower ground. For 
intermediate terrain, neither the limited terrain adjustment nor COMPLEX1 is believed to be valid, 
so the recommendation is to carry out both calculations for every set of meteorological conditions 

and to accept the higher concentration in each case. 
COMPLEX1 makes the same assumptions as the limited terrain adjustment, in that the 

mixing height and vertical variation in wind speed are terrain-following. In addition, COMPLEX1 

does not use the Gaussian lateral spread parameters c+. Instead, if assumes uniform concentration 

throughout a 22.5” sector centred on the mean wind direction. In neutral and unstable conditions, 
the plume is assumed to he deflected upwards by half the height of the elevated ground - only in 
stable conditions is no vertical deflection assumed. In addition to these assumptions, the plume 
centreline is constrained to remain more than 10m above the ground. In unstable conditions, 
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concentrations are multiplied by an attenuation correction factor which falls from 1 to 0 as the 
ground rises from 0 to 400 m above the undisturbed plume centreline height. 

There are therefore some situations in which COMPLEX1 could conceivably fail to 

overpredict, so the same caveats as those for the limited terrain adjustment of ISC3 should be applied. 

2.3.2.4 Image source hypothesis 
On flat terrain, many routine applications of the Gaussian plume model consider the plume 

to be reflected from the ground when it impinges on it. Concentrations downwind of the point of 
impingement are therefore calculated as the sum of a contribution from the source itself and an 
additional contribution from an image of the source that is apparently below the ground. 

An analogous approach can be used in elevated terrain, but in the horizontal plane as well 
as in the vertical. This is the basis of the EPA Valley model (Burt and Slater, 1977). It is valid 

where the main effect of a hill is to deflect the plume. Its major weakness is that it makes the same 
approximation as the Gaussian plume model over flat terrain, namely that the hubuience is the same 
everywhere. In cases where the hill causes turbulence to be enhanced, models based on this image 

source hpothesis can therefore greatly overestimate concentrations. The assumptions begin to 
break down as the plume spreads increasingly over three-dimensional terrain, then loses physical 
realism altogether where the plume divides to pass on either side of a hill (see Section 2.3.3.1). 

2.3.3 Plume equations derived for application over elevnted ground 
2.3.3.1 Solution of rhe diJfirsion equation for/hv around (1 round hill 

Hunt ei al (1979) idealise the flow around the sides of a round hill below the critical 
streamline (see Section 2.2.1.1). They solve the horizontal diffusion equation in terms of the 

velocity stream function u/ and velocity potential 4 for hvo-dimensional potential flow around a 
cylinder. The radius of the cylinder is set equal to the radius of the hill at the height of interest. 

The functions 4 and v are defined by 

d4 dv u=--=- 
dx dy 

d+’ dry y=--=-- 
dy dx 

(2.11) 

where u is the x-component of the flow velocity and Y is the y-component. It is convenient, however, 

to solve the equations of potential flow around a cylinder in cylindrical polar coordinates, with 9 = 0 

along y = 0 (the x-axis) and increasing anticlockwise. Then vr is the component of the tlow velocity 

in the 0 -direction (positive anticlockwise) and vR is the component in the r-direction. For a cylinder 

of radius R, the boundary conditions for potential flow are vR= 0 at T = R and v + 0, u -+ U as 

r--f ox These are satisfied by 

(2.12) 

which give 

q/ = ;(r’ - R’)sinB 

r$ = -;(r’ + Ri)cosH 
(2.13) 
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Upstream of the stagnation point. the diffusion equation in these coordinates gives the 
solution, where dashes represent parameters nomxdised by wind speed and hill radius, 

for the concentration C from a source of strength Q at position ($;,v’J, where Liis the wind speed, 
R is the radius of the hill at the height of interest, D is the difhsivity in the horizontal plane 

(normalised by dividing by the undisturbed wind speed, the hill radius and the source height), and 4 
is the vertical plume spread, which is assumed to be unaltered by the presence of the hill. 

Downstream of the stagnation point, the concentration may be calculated using 

(2.15) 

where L,= 0, LI=;o, for w’> 0 and L,=-co, Li= 0, for ~“0; C(w*) is given by the formula for 

upstream of the stagnation point with $‘= +‘,. The above expression is used round the side of the 
hill as far as the point where flow separation occurs. The calculation of concentrations in that region 
will be considered separately in Section 2.3.6. 

This model, applied with the normalised diffusivity D = 0.001, makes a number of 
significant predictions for concentrations below the critical streamline on a round hill from a source 
upwind in stably stratified conditions. 

(=I 

(b) 

(cl 

The position of the maximum hill-surface concentration moves rapidly from 0 = 180’ for a 

~our.x directly upwind of the centre of the hill to 0 = 90’ for a source more than 10 to 20% 
of the hill radius away from there in a cross-wind direction. 
The plume centreline concentration varies little around the circumference of the hill, and the 
maximum concentration is not very sensitive to the position of the maximum concentration. 
Assuming constant diffusivity, the divergence of streamlines near the stagnation point 
causes diffusion to be reduced. The concentration where the plume impinges on the hill is 
therefore greater than the plume centreline concentration in the absence of the hill. 

The calculations arc compared with predictions of maximum pround-level concentrations 
t&n a Gaussian image-source model (see Section 2.3.2.4), and found to agree closely providing the 
source is offset from the hill centreline by a distance more than double the horizontal plume spread 

in the absence of the hill. It is concluded that the image-source method overestimates the maximum 
concentration under conditions when the plume splits to pass both sides of the hill. 

2.3.3.2 Solution o/the diff%on equuiion forflow over n round hill 
Hunt ef al (1979) use a similar method to that outlined above (Section2.3.3.1) for 

three-dimensional potential flow over a hemisphere. This illustrates how sensitive the ground-level 
concentration can be to the height of the release relative to the height of the hill. For releases close 

to the ground and far from the hill (a distance several times the height of the hill), the maximum 
ground-level concentration is found upwind of the hill. For releases far above the ground 
(comparable with the height of the hill) close to the hill, the maximum ground-level concentration 

is found downwind of the hill. In either of these conditions, the effect of the hill is much less 
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than it is for intermediate release heights. For example, as the release height close to the hill is 

varied from 0.4 to 0.8 times the hill height, the maximum ground-level concentration is reduced by a 
factor of ten. 

At a release height of 0.4 times the hill height close to the hill, the presence of the hill 
causes the maximum ground-level concentration to be increased by a factor of five or more from 

that on flat ground. This is much greater than that on a two-dimensional hill, as the three- 
dimensional hill causes streamlines to be brought down significantly closer to the hill surface. 
Whereas, for a two-dimensional hill, the divergence and convergence of streamlines are important, 

this model for a three-dimensional hill illustrates the primary importance of streamline displacement 
over a three-dimensional hill. 

2.3.3.3 Solution ofthe diJfuusion equarion in stream-following coordinaresfor&v OM- a kill 
An alternative to specifying flow in a simplified geometry as above is to use a streanline 

coordinate system (Ma and Robson, 1995), including the possibility that the flow may not be 
irrotational. Simplifying assumptions, such as a power-law dependence of vorticity on stream 
function. lead to analytical solutions. In note general cases, an approximate numerical method of 
solution can be used. The use of the diffusion equation leads to results of similar applicability to 

those outlined above. Given a realistic flow tield, such as that obtained from an airflow model, this 
provides an alternative method of obtaining concentrations over irregular terrain to that described in 

Section 2.3.5. 

2.3.3.4 Calculation ofmaximum concentration value nndposirion using normalisedplume 
parnmriers 
Trombetti and Tampieri (1992) present a hypothesis that, up to a certain distance (of the 

order of the length of a hill) from the source of a release, dispersion is dominated by parameters at 
the sauce rather than by the hill. They test this hypothesis for isolated hvo-dimensional hills some 
kilometres in length and some hundreds of metres in height, under neutral stratification in a wind 
tunnel (Khurshudyan el al, 1981). 

The distance x,,, from the source to the point of maximum ground-level concentration is 

transformed to a non-dimensional parameter em using the ratio of advection travel time and vertical 
diffusion time: 

where k is the release height, and L/ and K are the wind speed and vertical eddy diffusivity, 
respectively, at the release height. The value of the concentration C is transformed to a 

non-dimensional parameter x using the source emission rate Q, the wind speed at the source and the 
release height: 

h’UC 
x=- 

Q 

Terrain amplification factors (TAFs) are used to test the efficacy of this normalisation for 
the value of the maximum ground-level concentration. A TAF is the ground-level concentration 

(C or x) in the presence of the hill divided by the ground-level concentration that would be found if 
the hill was not there. TAFs caIculated using the maximum normalised ground-level concentration 

xrn for the wind tunnel data are found to be closer to unity than TAFs calculated using the maximum 



unnormalised ground-level concentration C,. For example, for a hill of half-length eight times the 

height, the unnamalised TAF at x,,, is reduced from 1.45 to a normalised TAF of 1.08 for a source 
upwind of the hill at a quarter of the hill height above the ground. In other words, ignoring the hill 
completely would result in a 45% underestimation of the maximum ground-level concentration but 
only an 8% underestimation of the normalised maximum ground-level concentration. Similar resulis 

are found for different source heights and for releases at the summit of the hill. For releases 
downwind of the hill, the normalisation reduces the size of the error by about one-third. There are 
some systematic errors associated with the changes in mean flow and turbulence at various source 
positions compared with elsewhers on the hill (see Ssction 2.2.1.2). These become larger as the 
half-length of the hill is reduced relative to the height from a ratio of eight down to a ratio of three, 
such that the errors caused by ignoring the hill are reduced by about 50% for a source upwind of the 
shortest bill studied. 

These findings support Trombetti and Tampieri’s original hypothesis, as the difference 
between the unnormalised and normalised TAFs arises from the effect that the hill has on C/and K at 
the source. The way in which one may more readily ignore the hill completely when using 
normalised parameters than when using unnormalised ones illustrates to what extent the influence of 
the hill on dispersion is dominated by the effect of the bill on flow and turbulence at the source 
rather than by its effects at any other points in the flow field. 

2.3.4 Modified Gaussian models 
Various EPA recommended models incorporate simple screening procedures to capture 

salient features of dispersion over elevated ground, as discussed above (Section 2.3.1). Until 
recently, a model similar to the COMPLEX1 algorithm employed in IX3 was recommended as a 

model in its own right, called RTDM (rough terrain dispersion model). This has now been 
superseded by the considerably more sophisticated CTDMPLUS (complex terrain dispersion model 
plus) (Perry, 1992, and CTDMPLUS source code). CTDMPLUS is arguably the most elegant EPA 
atmospheric dispersion model to date. It incorporates physical processes that influence dispersion 
over complex terrain in a way that is computationally highly efftcient and that can readily be 
understood by a non-expert familiar with standard Gaussian plume models. CTDMPLUS is the 
result of many years of research and validation. However, it is important to remember that EPA 
develops models primarily for its own regulatory requirements, usually for continuous elevated 
sources, and the needs for modelling non-stack sources, including many accidental releases, may 
be different. 

CTDMPLUS uses the results of models applicable to complex terrain to modify receptor 
locations and dispersion parameters so that a Gaussian plume formulation can then be used as if the 
flow were over flat ground, with just a few alterations to account for impenetrability of the hill 
where the plume divides around it. The model uses the critical streamline concept outlined in 
Section 2.2.1.1 to divide the model domain over elevated terrain into two regions above and below a 
critical height h,. A different model is used to modify the Gaussian formula in each region. 

In the lower region, the hill is approximated TV a vertical ellipsoid. It is assumed that the 
bill causes the streamlines to be deflected and the wind speed to be altered, but that dispersion is not 
modified by the hill in this region. Analytical solutions to potential flow, similar to those around a 
cylinder described in Section 2.3.3.1, are used to compute effective distances d from the distorted 
plume centreline to receptors around the sides of the hill. These values are then used in the 
following Gaussian plume formula, which is modified to account for the fact that the plume splits 
into two halves that are separated from each other by the hill. 
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(2.18) 

The factor (sign) is equal to +I if the receptor and plume centre are on the same side of the 
stagnation streamline and equal to -1 otherwise; etf is the mathematical error function 

I 
erfx=~~-~~~w 

and the factors B, and & are given by 

with 

Here, Z~ and ZR are source and receptor height, respectively, ~~ and gz are the plume spread at the 

receptor assuming no terrain effects, Q and o* are the plume spread from the sowx to the point 

where the plume reaches the hill, uv* and oz* are the spread as the plume moves around the hill to 
the receptor, and s is the distance around the hill. 

In the upper region, the hill is approximated to a Gaussian terrain cross-section. Analytical 
solutions to linearised equations of motion for steady-state Boussinesq flow (Smith, 1980) are 
used to compute the deflection of the streamlines (the use of such models is discussed also in 
Sections 2.3.1.2 and 2.3.5). From these results, an effective distance from the plume centreline to 
the receptor for the Gaussian plume formula is found by comparing the streamline through the 
source with the streamline through the receptor. The distance s along a streamline to the receptor is 
found to replace x. Also, the change in distance between streamlines as the air flows over the hill is 

used to calculate modified dispersion parameters cr:. and oYv For example, the mod&d vertical 
dispersion is given by 

(2.19) 

where o:a is the plume spread from the source to the point where the plume first meets the hill and 

adult, is calculated from the vertical diffusivity, K, and the ratio Th between the vertical streamline 
separation over the hill to that upwind, using 

(2.20) 
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where z,,, is the streamline height above the surface far upwind (Hunt and Mulheam, 1973). These 
are then used in the following adjusted Gaussian plume formula for receptors on the hill surface: 

(2.21) 

where 

and 

In unstable conditions, the lower layer of flow around the hill does not exist. The 
streamlines are assumed to follow those calculated by the linear model for neutral stability. The 
height of the unstable mixed layer is set by fixing streamlines at its top to deflections commentate 
with those found in a laboratory study. This adjushnent to the mixing layer depth varies fmm 0.1 to 
0.9 times the terrain height. For completeness, it should be noted that CTDMPLUS uses a skewed 

Gaussian vertical distribution in unstable conditions. In this respect, it is similar to ADMS. The 
treatment of the effects of the terrain, however, is quite different (see Section 2.3.5). 

Both ADMS and CTDMPLUS use ltiearised flow equations where air travels over the 
top of the hill, but the assumption of Gaussian hill profiles allows greater computational speed 
for CTDMPLUS than ADMS at the expense of risking gross approximation to some markedly 
non-Gaussian hill shapes. Dispersion below the critical aividing streamline height is treated by 
CTDiMPLUS using a formulation that is similar to that above the critical height yet which reflects 
the quite different flow patterns there. Flow below the critical height is not yet included in ADMS. 

The development of CTDMPLLJS has included field validation using SO2 from a power 
plant stack on the bank of the Hudson River near New York (Paumier rr al, 1992). This showed that 

thr model overpredicted the top 25-hour concentrations paired by rank by a factor of two, compared 
with a factor of tive by the simpler RTDM model. For 24-hour concentrations paired in time, about 
half the predictions of both CTDMPLUS and RTDM were within a factor of two of the measured 
concentrations. On the basis of these statistics, it is possible to recommend CTDMPLUS as a better 
model for regulatory purposes than RTDM, because its overprediction is desirable without being 
excessive. However, while RTDM, on average, overpredicted 24-hour averages paired by time by a 
factor of two, CTDMPLUS an average underpredicted by 30%. Although this is not a problem for a 

regulatory model in situations where annual averages or percentiles from continuous releases are 
required, there may be circumstances in which RTDM or some other more pessimistic model might 
be safer for modelling shoa-term accidental releases. 

23.5 Use of an airflow model to calculate Gaussian plume parameters owr elevated ground 
The approach employed by ADMS (Carmthers et a/, 1994) to model dispersion over hills 

is to use the linearised airflow model Flowstar (Carmthcrs and Hunt, 1990; Carruthers et al, 1991; 
Hunt et al, 1988) to calculate dispersion parameters over elevated ground. Flowstar fmds analytical 



solutions to linearised momentum and continuity equations over terrain defmed on a grid of up to 

64 x 64 points, including the effects of stratification of the atmosphere. Flowstir divides the 

atmosphere into three layers. In the upper layer, the pressure field, caused by the interaction of 
stratification with the terrain elevation, is found by solving the equations for stratified flow that is 

inviscid, ie neglecting any vertical variation in wind speed and any rnornenturn transfer that would 
result. In the layer close to the ground, the way in which the hill surface causes the wind to be 

deflected from straight lines of comtant velocity is calculated using Bessel equations. The transport 
of momentum to the ground via shear and shear stresses is treated by assumption of local 
equilibrium of turbulence (see Section 2.3.1.2). The discontinuity between these hvo layers is 

removed by the insertion of a middle layer in which shear stresses are neglected but the wind speed 
is allowed to vary with height. The use of iinearised equations permits the use of Fourier transform 
methods of solution, which greatly reduces computing time. 

Analogous to the validation of dispersion models by field and laboratory experiment is the 

series of experiments carried out to validate airflow models, a detailed description of which is 
beyond the scope of this review. From the results of such experiments, linearised models such as 

Flowstar are known to perform best in prediction of the mean flow up to the summit of a hill of 
moderate slope (eg Mason and King, 1985). Performance deteriorates down the lee side of a hill and 
for hill slopes greater than about 1 : 3. Turbulence parameters are not modelled so well as the mean 
flow (Bradley, 1980). In some cases, systematic errors cancel out, such as underestimation of 
speed-up with overestimation of turbulence, such that the calculation of the effect of the bill in 
causing ground-level concentrations to increase is more accurate than the linear model’s calculation 

of the individual parameters that control the dispersion. Linear models are completely incapable, 
however, of treating any reverse flow or separation, or instances when air is deflected around the 
sides of the hill instead of over it. This is a serious limitation, as it is plume division to pass around a 
hill that can lead to the highest concentrations on the ground. Linear models arc only valid when the 
changes in flow velocity and the lateral displacement of the streamlines are small compared with the 

mean wind and the size of the hill. 
The major advantage of using Flowstar, or a similar model to calculate dispersion 

pauneters over elevated terrain, is that some effects of irregularity and asymmetry in real hills can 
be taken into account. The amount of computing time for a single set of meteorological and release 
conditions is relatively short - a few minutes on a typical Pentium personal computer. However, 
such run times are prohibitively long for long series of meteorological data. The complexity of the 
problem is simply too great to risk using any statistically aggregated meteorological data to calculate 
long-term average concentrations. The possibility that effects not treated by linearised models could 
be important means that the use of such a model for many regulatory modelling purposes can hardly 

justify the computing time required when some of the more idealised models and methods outlined 
in Sections 2.3.1-2.3.4 are cheaper and may be more applicable. However, for an accidental release 
of short duration occurring in specified conditions in which a linearised model is valid, the 
versatility and realism of a model such as Flowstar CM easily justify the significant amount of 
computer programming involved. 

2.3.6 Separated flow regions and stagnation 
Most simple methods of modelling dispersion cannot predict details of advection and 

diffusion in regions where the flow separates as in a wake behind a bill, or where large volumes of air 
arc stagnant as in blocked flow upwind of a ridge in stable conditions. A common way around this is 
to compute the approximate position of the streamline that bounds the separated region and then to 
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assume that material is homogeneously mixed within that region (Hunt et al, 1979). In evaluating the 
rate of transfer of material behveen the separated region and the flow outside, there is a significant 
difference in theory between two- and three-dimensional hills. Behind a two-dimensional ridge, 
material can be transfered into and out of a separated flow region oniy by diffusion. Behind a 
three-dimensional hill, however, material can enter the separated region by advection. 

All models that assume homogeneous mixing of mawial within a separated or stagnant 
region will predict that any part of the plume entering that region effectively impinges on the ground. 
This may not necessarily be true. Alternatively, and more seriously, the predicted concentration may be 
a sig&icant underprediction. 

A non-linear model of airflow and turbulence is required to resolve advection and dif&sion 

in such areas. The most usual example of this is the k-~ model. This is able to produce qualitative or 
even semi-quantitative calculations of ground-level concentrations in a recirculation zone, including 
plumes that impinge on the hill surface upwind of the sowce (relative to the flow aloft) in reverse 
flow downwind of a hill (Castro and Apsley, 1997). This will be discussed again in Section 2.3.8. 

2.3.7 Effect of hill shape 
Many of the modelling techniques ourlined above assume idealised, geometrical hill 

shapes, in order to capture the salient features of the dispersion. It should be borne in mind, 
however, that irregularities in the hill shape, that are removed by idealised models, can have a 
significant effect on flow and dispersion (Colvile ef al, 1994). For example, the assumption of an 
abrupt, level critical height separating regions of flow around the hill and over it may be unrealisric 
for ceaain terrain shapes, slopes and orientations (Smith, 1990). Even general conclusions 
concerning to whar extent dispersion is increased over a ridge or a three-dimensional hill may 
depend on details of the hill slope and cross-sectional shape, as comparison of different wind tunnel 
studies shows (Gong, 1991). There is therefore a great advantage to be gained from using an airtlow 
model that considers real terrain features. Quite often, the compromise between computer nm time 
and realism will be a hard one. For example, linearised models (Section 2.3.5) fail to consider flow 
round the hill at all, while a k--E model to consider this requires significantly greater computational 
effort (Sections 2.3.1.2 and 2.3.8). However, even if the results are only qualitatively correct or 
realistic only in certain respects, a model that considers real terrain features can be valuable as a 
check on the significance ofthe assumptions made in geometrically more simplified techniques for a 
given location and meteorological conditions. 

2.3.8 CFD modelling applications 
In the preceding sections, the importance of irregular hill shapes (Section 2.3.7), flow 

around the hill as well as over it (Section 2.2.1 .l), and separation and stagnation (Section 2.3.6) 
have been considered. The ability of linear airflow models to consider irregular hill shapes but not 
flow around a hill, nor separation or stagnation, has been identified (Section 2.3.5). For this reason, 
as powertil computers become more and more readily available, interest in a more sophisticated 
solution of the equations of motion of air over hills has been growing steadily. 

General-purpose computational fluid dynamics (CFD) codes are available that have user- 
friendly input and graphical output. However, the’ main disadvantage of tidustrial user-tiiendly and 
custom designed ‘home-made’ codes alike is that they are still not suitable for use by non-experts. The 
user interface of St&D, for example, includes a large number of options and switches. To assume a 
simple logarithmic wind profile, it is necessary for the user to write a routine in Fortran and to 
recompile the model. CFD models specially adapted for environmental applications in general, and 
hills in particular, may include a number of refinements (Castro and Apsley, 1997). 
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For example, in the atmosphere, the upper limit on eddy size is imposed by the boundary 

layer. The standard k--E representation of turbulence cannot model these large eddies correctly. This 

can be improved by the use of a correction to the parameter that sets the general level of turbulence 

production, to take account of the response of turbulence structure to the curvature of the mean 

flow. Standard k--E models can also produce unphysical upstream turbulence and trailing eddies 

caused by strong axial pressure gradients in environmental applications, and this can be corrected 
for by a moditication to the equation describing the production of turbulence. The latter correction 
has been developed for bluff bodies such as buildings, but has been shown to be applicable for 

hills as well. 
One more easily appreciated pitfall in CFD modelling is the choice of grid resolution. 

Over-refmement of the grid is impractical because of prohibitively long computer run times. 
However, for airflow and turbulence, the grid needs to be finest close to steep gradients in the flow 
and turbulence param&rs. For dispersion modelling, the grid needs to be finest close to large 
concentration gradients. These may not be in the same place. One possible solution to this problem 
is to compute the flow and turbulence fields tirst, and then interpolate these on to a different grid on 
which to carry out the dispersion calculations. 

Finally, simpler modelling wnrns us (eg Section 2.3.3.1) that the flow and dispersion in the 

vicinity of a hill can be highly sensitive to changes in parameters such as wind direction. Care must 
therefore be taken in the use of any CFD model on a hill that considers only a single wind direction. 
One way of considering the variability of wind direction is to consider a point source to be spread 
out with a Gaussian distribution of source strength as a function of distance perpendicular to the 
mean wind direction. This is computationally efficient, but is beginning to make some assumptions 
about the symmetry of the hill, and one of the aims of CFD is to make few such assumptions. 
Many CFD modelling techniques are capable of explicit treatment of variation in wind direction, by 
means of a transient solution of the equations of motion. This can also take account of processes 
such as the deposition and subsequent re-emission of a gas that is deposited on the ground, as the 
plume doses part of the hill and then moves away. Computing time for such an approach, however, 

is so many orders of magnitude greater than that for the simple models that an extremely good 
justification of the effon involved is required. 

It is beyond the scope of this review to consider all these details in depth, but the intention 

is to itress that there are a number of issues that need to be handled with care in the environmental 
application of CFD. 

An example of successful application of a CFD mode! is the application of SWIFT to the 
RUSHIL two-dimensional wind tunnel data (Castro and Apsley, 1997; Khurshudyan ef al, 198 1) 
and the Cinder Cone Butte three-dimensional tield measurements (Apsley and Castro, 1997). This 
illustrates the sensitivity of ground-level concentration to wind direction on a round hill, including 
the effects of slight asymmetry of Cinder Cone Butte. It succeeds in capturing the recirculation 
region behind hills and ridges and illustrates how the plume in the recirculation region can impinge 
on the hill some distance away that is upwind ofthe source relative to the mean flow over the hill. 

2.4 Hills in models of long-range transport of material 

This review focuses on calculating concentrations in plumes close to the release point. A 
brief discussion of additional factors which may be taken into account when considering larger-scale 
transport (above about 100 km) is therefore included here only for the sake of completeness. 

When the scale of a model becomes large compared with the length of bills, it may be 

appropriate to consider regions of hilly terrain as a change in surface roughness, which can be 
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estimated from theory and smaller-scale modelling or calculated from aircraft measurements. The 
main criterion that determines whether to use such a flat surface roughness model, or to go to the 
considerably greater computational effort of using one that considers individual hills explicitly, is 
the level of detail that is required of model output. In any case where the effect of elevated terrain 
on spatial variability in local concentration or deposition at specific points on that terrain is of 
interest, the elevated terrain should be treated explicitly. In any model that treats hills simply as 
surface roughness, predicted concentration and deposition values will be completely independent of 
local hill slope or elevation. Use of such a simple surface roughness model will give concentration 
and deposition estimates averaged over the whole of the terrain with a similar or slightly greater 
amount of realism to the simplest empirical hill effect models described in Sections 2.3.2.l-2.3.2.3. 
In fact, all practical model applications at any scale need to treat as surface roughness individual 
features that are smaller than a certain size, which often includes objects such as buildings and 
trees as well as small hills or hummocks. In many cases, the point at which this obstacle size cut-off 
is made will be determined by the choice of model and the spatial resolution with which that 
model is applied within constraints imposed by computer programming, memory and execution 
time restrictions. In any presentation of model results, it is important to demonstrate fitness for 
purpose of the selected modelling approach and implementation (Britrer er al, 1995), and this 
should include, when appropriate, discussion of choice of grid resolution and estimated magnitude 
of subgrid effects that have been ignored, including terrain features. 

Neglecting the detail of individual roughness elements, the increase in roughness due to 
hills acts to enhance lateral spread of a plume, rather like buildings in a city or trees in a forest. 
Additional factors such as the aerodynamic drag that hills exert on the atmospheric boundary layer 
may be considered in models such as weather forecasting models that are also used to compute 
transport and dispersion of material released into the atmosphere. Sometimes, orographic effects 
such as terrain-induced convection need to be parameterised as subgrid effects. When the released 
material can be taken up into cloud droplets or washout out of the air by rain, it may be especially 
important to consider the seeder-feeder effect. This is where rain from frontal clouds falls through 
hill cap cloud below and efficiently washes material out of the hill cap cloud by collection of cloud 
droplets by the falling rain. Where a plume enters a hill cap cloud, this can be an especially 
efficient way of depositing material to the ground. The seeder-feeder process can result in 
deposition on to elevated ground being severnl times higher than on to flat ground. At the very 
largest scale, large convective motions and weather systems can transport material out of the 
troposphere into the stratosphere, and so achieve global transport. This includes thunderstorms that 
can be triggered on elevated terrain. 

3 Plumes impinging on buildings 

3.1 Introduction 

3.1.1 Background 
The existing literature on dispersion around buildings is vast, and well over 450 papers 

can be found on the subject (Hall, 1996a,b). This section is not intended to be a comprehensive 
review of all relevant previous work, but a brief survey of available information that is directly 
applicable to situations involving plumes impinging on buildings. 

3.1.2 Existing information and modelling techniques 
Dispersion modelling techniques fall into mainly two broad categories: scaled flow 

simulations and mathematical or numerical models. 



3.1.2.1 Scaled/low simulafions 
Scaled flow studies involve the simulation of the flow and dispersion behaviour using a scaled 

model of a single building, or group of buildings in either a wind tunnel or a water tank Most of the 
primary information on dispersion phenomena around buildings has been provided by small-scale wind 
tunnel experimental data. simulating neutrally buoyant flows. Some studies have been carried out in 
water tanks, mainly to investigate stratification effects. A few full-scale tield experiments have also 
been carried out, although these have served mainly as a validation of wind hmnel experiment% The 
most comprehensive reviews of wind tunnel study results on dispersion around buildings are those of 
Hosker (1981) and Hosker and Pendegrass (1987). Conference proceedings on wind tunnel modelling 
provide the latest developments in wind hmnel studies such as the rccrnt workshops in Karlsruhe 
(Robins, 1994), Stevenage (Hall and Robins, 1994), and Japan (EUP.ASAP, 1996). Wind engineering 
research on wind loading and environmental applications (such as ventilation around buildings and 
pedestrian comfort) is a source of valuable information on flow patterns around buildings that can also 
be applicable to dispersion modelling (eg Cook, 1985 and 1990). 

3.1.2.2 Marhrmaiicai or numerical models 
Many mathematical and numerical models exist for dispersion calculations, although 

given the complexity and diversity of dispersion phenomena occurring around buildings, these 
models are approximate and strongly case-specific. Apart from a very limited number of theoretical 
models of some aspects of dispersion around buildings, the vast majority of numerical models are 
based on semi-empirical, approximate approaches to dispersion calculations. Such models for 
modelling concentrations on and inside buildings when plumes impinge are discussed in detail in 
Section 3.3. The main sounxs of information on available modelling methods are the research 
papers by Wilson and co-authors who have contributed many useful guidelines for calculating 
concentrations around and on buildings, other numerical correlations from wind tunnel studies, and 
descriptions of available Gaussian models, such as NRPB-R9I (Clarke, 1979), ADMS (Carmthers 
et al, 1994), ISC2/3 (EPA, 1995), and OML (Olesen et ai, 1991). The ASHRAE Handbook 
(ASHRAE, 1993) is also a useful compendium of information on stack and air vent design to avoid 
contamination ofbuildings from roof and wall discharges. 

Computational fluid dynamics (CFD) is a type of numerical modelling based on the 
numerical solution of the fundament;lI fluid mechanics conservation equations of mass and 
momentum, with the use of approximate turbulence and dispersion models. At present it is regarded 
as ‘a relatively unproved technique which has contributed little to the research literature’ (Hall et al, 
1996). Nonetheless, there is growing interest in CFD, as computing resources, more robust codes 
and user-friendly graphical interfaces become more widely available. It is expected to become 
increasingly popular as a viable alternative tool, to complement or even replace wind tunnel studies 
in dispersion modelling, as is already happening in fluids research for the aerospace and automotive 
industry Section 3.3.8 presents current CFD applications for dispersion modelling around buildings. 

The EC COST Action 615 Inventory (Schatzmann et al, 1996) is a relevant compendium 
of information on existing CFD and other numerical models (as well as validation datasets) for 
modelling pollution dispersion in the urban environment. 

3.1.3 Classiftcation of types of release 
3.1.3.1 Scales ofdispersion behaviour us inj7uenced by buildings 

The scales of different types of building influence on an impinging plume range from a 
few metres in the vicinity of the building, to a few kilometres downstream. Near the building 
the plume becomes distorted, displaced or trapped by the complicated flow field around it. These 
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‘building effects’ can then persist and affect the shape and rate of dispersion of a plume a long 
way dowstream. 

Turbulence length scales determine the rate of dispersion in a plume. For a plume 
impingtig on a building, turbulence in the approach flow is enhanced, and becomes dominated by 
building-generated turbulence caused by flow separation. The simplest length-scale for building- 
generated turbulence is L = A”‘, where A is the Frontal projected area of the building. This will be 

the scale adapted here, although it is not realistic for long, slender obstacles, in which case most of 
the flow passes around the smallest dimension making this the dominant scale length (Wilson and 

Britter, 1982). 
On the basis of a comparison of plume width to the length-scale of building-generated 

turbulence, the influence of a building on plume dispersion may be divided into three broad regimes, 

as follows. 

(4 

(b) 

(cl 

Plume width << L. A plume originating from sources on or near a building has a width 
which is much smaller than the length-scale of building-generated turbulence. As the thin 
plume interacts with the much larger building, a wide range of potential dispersion 
scenarios arc possible that are difficult to categorise accurately and reliably. Dispersion 
behaviour is sensitive to a large number of variables, and the phenomena involved are non- 

steady even under steady weather conditions. Very localised effects dominate dispersion 
causing highly case-specific behaviour and strong spatial and temporal variation. 
Phme width -L. From a source some distance upstream of a building, the plume can 
disperse sufficiently to have a width comparable with the building dimensions or to 
encompass a group of buildings. Turbulence genemted by buildings influences the growing 
plume and contributes to plume meandering, but the dispersion patterns are less variable 
than those in the first case, because only the overall shape of the buildings governs the rate 
of dispersion, and the plume behaviour is relatively stable. 
PIume width >> L. A longer distance away from the building with a source near the 

building, or from a source far upstream of a building, the plume is very broad. Turbulence 
generated by buildings is a small part of the energy causing plume growth; turbulence is 
dominated by the drag of the surface as it affects the atmospheric boundary layer 
turbulence. This is the regime modelled by conventional Gaussian dispersion models. 

The discussion of models in this section will focus on near-field dispersion, corresponding 
to the first two regimes. Regime (a) is the most difficult to model, because dispersion patterns are 
not only complex and temporally variable, but also particularly sensitive to the exact building shape, 

small changes in incident wind speed and direction, and turbulence characteristics. Scaled flow 
studies and CFD simulations can represent details of the building shape and incident tind, and 
provide detailed output. Nonetheless, this regime can be appioximated satisfactorily by a variety of 
simple, yet limited empirical rules, applicable to specific aspects of dispersion behaviour. However, 
buildings of complex or unusual shape, or complex multiple-building sites fall outside the scope of 
such approximate, semi-eqirical modelling. In those cases, only a scaled flow or CFD study should 
be used, the former being the more reliable method. The intermediate range (b) is amenable to 
simpler modelling, and it is possible to use modified Gaussian plume models. 

3.1.3.2 Averaging times 
When calculating and expressing concentrations, an important consideration is the 

averaging time. Wind hmnel and shmt-term full-scale measurements exclude the slow variations in 
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cross-wind turbulence that are perceived as wind direction shifts in the full scale (Wilson and 
Britter, 1982). Thus, concentrations predicted on the basis of wind tunnel data will represent 

average times in the full scale from about I to 10 minutes and can possibly be considered as typical 
of 3-minute averages. 

Jones (1983) suggests that if the average concentration over longer periods is required then 

the effect of a fluctuating wind direction should be taken into account. Once the short-term average 

concentration C, at a particular receptor can be determined as a t?.mction of any wind direction 6, the 

concentration for a longer averaging time Cr at a particular point for a particular wind direction 0, is 
given by 

where T is the averaging time in hours and P(T,B) is the probability of the wind direction lying 

within 0 and 0 + d0 during that time. 
For an averaging duration of up to a few hours, P may be taken to be a Gaussian 

distribution about the mean wind direction, with a standard deviation cre given by 

or, more simply, by the approximation 

(3.3) 

=o otherwise 

This process can be extended to the calculation of longer term averages, eg annual 
concentration, with the use of wind rose data for the distribution of wind directions. 

3.1.3.3 Normalisation 
Wind tunnel studies usually express measured concentrations C in non-dimensional form 

as either 

Cl/Hi x=- 
Q 

(3.4) 

where U is the reference wind speed (either at building roof-top level, or the free stream value at a 
standard height), Q is the rate of discharge of the contaminant, His the height of the obstacle, and A 
is the projected frontal area normal to the wind direction. The choice of either H2 or A usually 
depends on the particular geometry of the problem. For example, Hz is usually applied to long 
buildings and A to more square buildings, but in many cases it may also be completely arbitrary. 

3.1.4 Role of atmospheric conditions and stratiiication 
The modelling methods to be discussed in this section have been developed using results 

from wind tunnel studies in neutral conditions. The effect of stable stratification on dispersion 
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around buildings has been investigated by only a few studies (eg Robins, 1994; Snyder, 1994). 
However, it is generally agreed that stable stratification is of limited significance to flows around 
obstacles in the near field, since the mechanical turbulence generated around them tends to 
overcome turbulence suppression by stratification, until quite pronounced levels of stratification are 
reached. Stratification is nonetheless important over longer ranges in the far wake where it can 
dominate dispersion behaviour. 

Dispersion calculations are also generally based on the assumption of a steady wind. In 
the absence of a mean advection velocity, the plume disperses under the action of local atmospheric 
turbulence or source momentum or buoyancy. Plumes may then move away from the source but 
return later, or may break into discrete puffs that disperse randomly. As a result, low wind speed 
conditions introduce considerable uncertainty into the calculation of dispersion rates and direction 
of travel of plumes (Hall et ol, 1996). Low or negligible wind speeds (UC 2 m s-l) occur about 
10% of the time in the UK. However, few papers discuss the subject (Sharan ef 01, 1995, is an 
exception), and there are as yet few published statistics on the details of frequency, duration and 
wind behaviour for ‘still’ air conditions (Hall et al, 1996). A description of the current state of 
knowledge of dispersion in low wind speeds is given by Jones (199s). 

3.2 Flow patterns and pollutant dispersion around buildings 

32.1 Major characteristics of flow wound B single building 
Dispersion behaviour is the combined effect of the ‘advection’ of a pollutant plume along 

the mean flow, and the ‘diffusion’ or dilution of the plume due to the effect of turbulence, which 
mixes the plume with the surrounding cleaner air. An understanding of the characteristics of flow 
around buildings, both mean flow and turbulence, is therefore fundamental to modelling the variety 
of dispersion situations arising when plumes impinge on buildings. 

Figure 3.1 (from Hosker, 1981) illustrates the complexity of the flow arising around a 
simple rectangular building. These patterns are caused by the presence of the ground plane and the 
variation of wind speed with height in the approach flow. This diagram can be mope easily 
understood in terms of the major flow regions as illustrated by Hall e! ol (1996) in Figure 3.2. 
These regions are caused by three main features of the flow: separated flow, the ground-based 
horseshoe vortex, and roof-top trailing vortices (absent from Hosker’s diagram, because it 
illustrates normal wind incidence for which trailing vortices do not occur). 

3.2.1.1 Separatedflow 
Separated flow regions occur where the flow ceases to follow the surface of the building, 

forming a recirculating turbulent wake. Separation happens at the downwind side of the edges of 
a building. Separated flow regions are thus formed at the roof top, a[ the sides of the building, 
and immediately downstream of the building. Flow that has separated at the upstream edges of 
the roof can reattach forming either distinct roof-top and lateral separation ‘bubbles’ (as shown in 
Figures 3.1 and 3.2), or a continuous recirculation region merged with the downwind near wake. 
This depends on the geometry of the building and the details of the approach flow. 

The recirculating flow in these regions is characterised by low wind speeds, large 
variations in wind direction with respect to the mean free stream velocity and intense turbulence. 
Within the separation ‘bubble’, this intense turbulence leads to high rates of mixing and dispersion. 
However, pollutants can become trapped inside as there is limited exchange with the air outside. 
This can give rise to high concentrations that can be retained in the bubble over a relatively long 
time. Emissions inside or entrained into recirculation regions are therefore influenced signiiicantly 
by the building, and special considerations apply to modelling dispersion in them. 
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l- SEPARATED ZONES 
ON ROOF AND SIDES 

INCIDENT WIND 
PROFILE 

REATTACHMENT LINES 
ON ROOF AND SIDES 

LATERAL EDGE AND 
ELEVATED VORTEX PAIR 

CAVITY ZONE 

FIGURE 3.1 Major features of flow around a single rectangular building 
(reproduced with permission from Hosker, 1981) 

The near recirculation wake immediately downstream of the building is the largest of the 
separation regions. It usually extends over 3H downwind for near cubic buildings, but for low, 
wide obstacles it can extend up to 12fL This region is not a closed bubble, but material is 
periodically rolled up and ejected laterally (Hunt et al, 1978). Above the recirculating region there 
is a zone in which flow streamlines are deflected downwards significantly, and this can direct 
plume trajectories over buildings towards the ground, an effect referred to as building downwash. 
Beyond the near recirculation region is the far wake, in which the building generated turbulence is 
mild and decays gradually with distance. 

3.2.1.2 Grolmd-basedhorseshoevortex 

This complex recirculation pattern appears at the ground around tbe upwind faces of 
buildings. It arises from the vertical shear that creates vorticity in the approaching boundary layer 
which rolls around the sides of the building. The vortex becomes stronger as the height of the 
building increases and intercepts increased amounts of vertical shear. The existence of the 
horseshoe vortex is critically dependent on the upwind flow stagnating on the upwind face of 
the building. If a comer of the obstacle is presented to the wind instead of a face (eg for a wind 

direction at 45”), or if the building is sheltered by another obstacle upwind, the vortex becomes 
weaker. The importance of the horseshoe vortex in dispersion modelling is that it can bring 
elevated plumes rapidly to the ground and spread contaminants laterally around the building 
(instead of over the building). This lateral spread can be significantly larger in width than the 
separation region behind the building (Hall et al, 1996). 
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FIGURE 3.2 Major patterns of flow around a single rectangular building 
(reproduced with permission from Hall eta/, 1996) 

3.2.1.3 Roof-edge trailing vortices 
These vortices are shed from sharp edges at the roof at acute angles to the wind direction, 

due to the separating shear layers from these edges (Castro and Robins, 1977). Rounded wmers 
and low wide buildings (W/H> 10) suppress vortex generation. Their strength depends on the 
length of the edge, the angle of incidence, and the cross-sectional shape of the building. The 
strongest trailing vortices occur when the wind is at an angle of about 30” to a sharp edge. Little OT 
no vorticity is associated with angles greater than 60”. When trailing vortices are strong they also 
tend to be particularly persistent. For simple rectangular buildings there are two edges that can shed 
trailing vortices, and about half of all the wind directions can be expected to generate significant 
trailing vorticity (Hall et al, 1996). Vortices usually occur in pairs, although one vcxtex can be 
stronger than its twin and persist longer. Trailing vorticity can have a strong influence on plume 
paths, by bringing a plume to the roof or the ground very rapidly and with minimum dilution; 
pollution trapped within a vortex escapes only slowly and so the spread of pollutant may on 
occasions be surprisingly less than in the absence of the building. The rate at which these vortices 
decay with downstream distance is enhanced by the action of turbulence, which tends to tear the 
vortices apart, although very stable atmospheric conditions can allow them to persist further. 
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The shape and the intensity of each of the flow feahwcs discussed above vary considerably 

with the shape of the building and wind direction, leading to the wide variety of flow patterns 
observed. Hall ef al (1996) point out the lack of interest in the effects of the last two features of the 
flow and illustrate their role on plume dispersion with flow visualisation examples. The downwind 

near separation region is the most persistent and often the dominant feature of the flow, and it is 
possible to incorporate the complex effects due to the horseshoe and trailing vortices by combining 

them in an equivalent wake region. However, this approach may be inappropriate further downstream 
in the far wake, where strong trailing vorticity may still persist well away from the near wake. 

3.2.2 Influence of nearby buildings and other types of obstructions 
The majority of shldies have focused on dispersion behaviour around a single building, 

but real dispersion problems more often than not involve groups of obstacles. Interactions between 
neighbouring buildings can add considerably to the complexities of the possible flow and 
dispersion patterns. Depending on wind direction, such interactions can either shelter or enhance 
wind effects, and so increase or decrease concentrations. 

Hosker (19s I) and Hosker and Pzndergrass (1957) have reviewed dispersion near clusters 

of buildings. Hall et al (I 996) mention papers on dispersion around specific sites, although, with 
the exception of the work of Bachlin ef al (1992). it is difficult to separate general trends from 
particular site-dependent tlow interactions. 

The most simple multiple building interaction is that of experiments of two identical cubes 
placed along the mean direction of flow, as described in Hosker (1981). Effluent emitted from the 

upwind cube was carried to the lee face of the downwind cube, where concentrations were higher 
than those at its windward face. Other experiments involving hvo building interactions with different 
relative heights, aspect ratios and spacing, led to a wide variety of flow and dispersion behaviour 
strongly dependent on the above parameters. Gandemer (1976) presents some typical flow patterns 
and approximate wind speed ratios near building clusters for the mean and turbulent wind speeds. 

The complexity of real site modelling is illustrated in Hatcher et a/ (1978), who modelled 

surface flow patterns and effluent concentrations around an experimental reactor complex. Their 
visualisations of surface flow patterns around a reactor building differ markedly depending on 
angles of incidence of flow and also on whether or not auxiliary buildings are included. 

A common multiple building configuration is that of a closely packed army of buildings in 

urban areas. The most prominent feature is the street canyon (a street flanked with buildings on both 
sides). Figure 3.3 illustrates the typical recirculation pattern due to wind at right angles to the stxet. 

FIGURE 3.3 Recirculation pattern in urban street canyons for normal wind incidence 
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Smaller obstacles, such as walls, embankments and cuttings can also interact with the 

dispersion behaviour around a building. Behaving as low, wide obstacles, they can generate 
separated flow on their downwind side, as well as strong trailing vortices when skewed to the wind. 
Embankments and cuttings may behave differently depending on their slope; as discussed in 

Section 2.2.1.4, the flow can remain attached to the ground without separation for slopes of up to 

one in four. 
Porous structures, such as trees and bushes, and industrial lattice structures, are also often 

encountered in practice, although less is known about the dispersion patterns around these. Trees, 
for example, can have a significant effect on small-scale dispersion patterns; when in full foliage 
they can caux plume downwash in a similar way to a solid obstacle. Some relevant information can 
be found in the experimental work of Raupach et al (19X6), and of van den Hout er al (1989). 

3.2.3 Criteria for plume impingement and building downwash 
As a plume approaches a building its path is influenced by the shape of the streamlines 

over and around the building. The plume path may either: 

(4 impinge on the building, 

(b) be displaced by the building without causing surface contamination, 

(cl pass close to the building without impinging, but subsequently be entrained in the wake 
recirculation region on the downwind side and rehxn to cause surface contamination. 

According to a simple criterion proposed by Jones (1983), plume impingement should be 
assumed to occur if the vertical distance between the plume centreline and the top of the building is 
less than O~ and if the cross-wind distance between the plume centreline and the edge of the building 

is less than gY However, criteria for impinging or non-impinging plumes becoming partially or 

totally entrained into the near wake or other recirculation zones are nwre difficult to define and will 
be discussed separately in Section 3.3. 

Considering a thin plume impinging on a building (regime (a) dispersion scale, 
Section 3.1.3. I), exposure may result via one of the following four source-receptor paths. Firstly, 
there may be direct exposure to the plume, with both source and receptor in the same unseparated 
flow region. In this case the plume concentration is high but the probability of exposure is relatively 
low, due to its small cross-section and its tendency to meander even without the disturbances 
generated by the building. Secondly, there may be exposure to the entrained part of the plume in 
the wake of the obstacle, from a source outside the wake. In this case the concentration in the 
plume may be reduced by one or hvo orders of magnitude but the probability of exposure is higher, 
since the wake occupies a larger area and pollutants persist in the wake region for longer. Thirdly, 
when both the source and the receptor are inside the wake region there may be exposure to a 
combination of the uniform concentration in the obstacle wake and a near source plume exposure 

within the wake region (Wilson and Britter, 1982). Finally, with both the source and the receptor in 
unseparated flow, the plume may still pass through a recirculation region, in which case the plume 
reaching the receptor is considerably broader and the exposure lower and less variable both spatially 

and temporally. 
There is always uncertainty about which dispersion pattern will occur, which depends not 

only on the shape of the building, but on small changes in incident wind speed and direction, and 
turbulence characteristics. Hall et nl (1996) give examples of ‘real’ dispersion behaviour which 
reveal the inherent complexities. Estimates of dispersion behaviour around buildings may therefore 
be regarded as ‘unreliable’, although as Hall ef ai (1996) remark, they are in fact ‘uncertain’, since 
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any given dispersion pattern will occur reliably for given condition, even though such conditions 

may vary unpredictably over time periods of a few minutes. 
To quantify and manage this unceItainty Hall ei n/(1996) propose adopting a probabilistic 

approach for estimating the total exposure of a recipient for relatively short exposure times, when 
the variability of dispersion behaviour does not average out over time. By considering the 

probability of different types of exposure occurring (as described above) the total exposure can be 
estimated either by weighting these estimates and summing them, or by producing home other 
probabilistic exppusure estimate. This could be associated with some form of mapping of the area 

around a building indicating the regions where the probabilities of plume entrainment into the 
different recirculation zones are h&h moderate or low, as well as the probability of exposure to the 
undiiuted plume. This mapping could then be associated with the effects of changing wind direction. 

Building downwash can signiticanrly enhance exposure from non-impinging plumes. 
Building downwash occurs when a plume, following the lines of flow over a building, is directed 
towards the ground. It also refers to situations when material becomes entrained in the horseshoe 
vortex or in strong trailing vortices and is brought rapidly down to the ground. The effects of 
building downwash can be modelled as a reduction of the height and width of thr: plume, leading to 
increased ground-level concenrrations. Methods for calculating the effects of building downwash are 
discussed in Section 3.4. 

3.3 Calculating concentrations on and inside a single building 

3.3.1 Empirical and Lheoretical models 
The aim of this section is to present existing methods for calculating concentrations on and 

inside buildings from impinging plumes, which have been developed on the basis of theoretical 
considerations and available experimental data. Owing to the complex tlow patterns around even a 
simple rectangular single building, it is difficult to derive a clear cut general method for the 
calculation of surface concentrations for buildings corresponding to dispersion regimes (a) and (b) 
in Section 3. I .3. I. There is no single model that can describe all features of a variety of possible 
pollution dispersion situations. Instead. we do have a series of semi-empirical rules based on 
experimental correlations that are applicable in particular situations. 

Wilson and Britter (1982) highlight the difficulties inherent in seeking to develop models 
from experimental correlations. Such correlations have an inherent uncertainty factor of two to five 
for the concentration, mainly due to the sensitivity of receptor concentration to small shifts in a thin 
plums trajectory from a point source. The error in predicting local concentrations may be a factor of 
ten or more when the tiuencr of nearby stmchues and local terrain are taken into account. With 
this level of uncertainty, it is argued, it is not necessary to develop complicated models for the 
interaction of the building with the surrounding flow, and simple diffusion models can usually be 
sufficient for design purposes. Estimates from some even rudimentary models can in home cases be 
remarkably accurate. However, some dispersion situations are still not amenable to simple 
modelling. Examples are localised effects around buildings of unusual shape, or groups ofbuildings. 
In such cases, wind hmnel tests are the most appropriate tool for modelling dispersion. 

CFD modelling, another rype of numerical modelling, is timdarnentally distinct to the 
approximate, case-specific and empirical nahxe of the other numerical methods discussed in this 
section. CFD modelling is similar to wind tunnel modelling in the seme that it recreates the flow and 
dispersion field. Based on solving the fundamental fluid mechanics equations for any given 
geometry, it gives detailed spatial and temporal information on a wide range of parameters at any 
point of the flow, and can deal with any complicated building shape. However, CFD modelling is 
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not as reliable as wind tunnel testing and requires skilful use and careful validation. CFD dispersion 
modelling applications are discussed in Section 3.3.8. 

Dispersion calculations around a simple single (isolated) building with the use of semi- 
empirical models will be the focus in this review, and only point sources of neutrally buoyant 
material will be considered. The different near-field dispersion situations involving plumes 
impinging on a single building can be divided into the following broad categories, according to the 

position of a source with respect to the building: 

(a) sources upwind of the building, 

(b) sources on the building, 

(cl 
Cd) 

dispersion in the near-wake recirculation area, 
sources above the building. 

Methods applicable to calculating concentrations on the building surface are described for 
each category separately in Sections 3.3.2-3.3.5. Contamination of air inside the building from 
outside sxrces is covered in Section 3.3.7. Methods for incorporating the effect of nearby 
buildings and other types of obstacles on dispersion behaviour around a single building are 
discussed in Section 3.3.6. 

Modular empirical computational modelling programs that incorporate some of these 
methods for different situations exist for dispersion calculations around buildings. Such computer 
software can also help decide when and where each model is applicable. A notable example is the 
PC based, commercially available atmospheric pollution dispersion model ADMS (Figure 3.4), 
which incorporates the Apsley and Robins (1994) building effects module. 

FIGURE 3.4 Components of ADMS 

3.32 Sources upwind of the building 
According to Wilson and Britter (1982), when an impinging plume approaches a building, 

the streamlines diverge as the flow decelerates towards the upwind face of the building, leading to 
an increased late of spreading of the plume. As a result of this spreading, the concentration 
anywhere on the building surface will always be less than or equal to the maximum concentration 
on the centreline of the central part of the plume at the distance of the building. This important 
consideration is supported by the experimental and theoretical study of Britter and Hunt (1982), as 
referenced in Wilson and Britter (1982). The decrease in concentration is more pronounced the 
closer the source is to the building, and only becomes significant for xjL < 2. This holds only for a 

point source; the effect due to a line source is nearly negligible. 
Similarly, Wilson and Netterville (1978) measured the building surface concentration 

around a rectangular model building in a simulated atmospheric boundary layer. The source was 
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located at roof level, at about x,‘L = 5. Their measurements for two wind directions arc summarised 

in Figure 3.5 which illustmtes clearly that, within an experimental uncertainty of about 5%, the 
maximum building surface concentration was identical to the concentration on the undisturbed 
plume axis. The increased plume spreading due to the presence of the building is also clearly 
revealed. Although the maximum concentration on the building surface is the same as that in the 
undishxbed plume, the area covered by near maximum concentrations is much larger, indicating a 

proportionately larger risk of exposure when a building is present. This is due to the deceleration of 
the plume and the divergence of the streamlines in the flow approaching the building, which causes 
the relatively higher concentrations of the undisturbed plume to become spread over a larger area. 
Therefore, it is reasonable to adopt Wilson and Britter’s (1982) upper bound to the maximum 

concentration on a building, equal to the maximum undisturbed plume concentration intercepted by 
its projected frontal area A, as a conservative estimate of the concentration on the building surface 
from an impinging plume. For groups of buildings, an upper limit for the surface concentration 
should then be the undisturbed plume maximum intercepted by the building closest to the plume 
axis. However, a more detailed understanding of the effect of upwind and downwind buildings and 
terrain irregularities can only be determined by a site-specific wind tunnel model. 

Hall ef a/ (1996) also found that that large variations in surface concentrations around 
buildings only occm for sources close to the building, and illustrate the sensitivity of surface 
concentration patterns to sowce distance and wind direction with tigures similar to Figure 3.5. 

FIGURE 3.5 Concentrations on a building surface due to an impinging plume. 
Solid lines show edges of a building, with ‘flaps’ to include data from 
the far side; diagrams with dashed lines are concentrations in the same 
space in the absence of the buildings. (Reproduced with permission 
from Wilson and Netterville, 1978) 
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The data for side, front, roof and rear vents produce the same constant B,= 9.0 for the 

maximum surface concentration. This limit was also confirmed by the recent wind hxmel data of 
Thompson (199 I). However, home of the data for sources on the upwind face of the building fall 
outside of this predicted upper bound. Wilson (1977b) found that these higher concentrations occur 
for sources on the lower one-third of the building upwind face, and receptors on the lower one-third 
of the building sides. As discussed in Section 3.2. I, this is apparently the result of the horseshoe 
vortex that traps and carries the upwind face emissions to the sides of the building with less 
dilution. These higher concentrations can be accounted for by using B, = 30. 

On the basis of these results, Wilson and Britter (1982) recommend the following 
‘conservative, but realistic’ procedure for estimating the maximum building surface concentration 
C,,,,, at a distance r from a surface source: 

(a) 

(b) 

(cl 

when the receptor is closer than three source diameters away from the source, assume 

c mrj z C., the source exhaust concentration, 

when the receptor is greater than three source diameters from the source, assume that 
plume meandering produces at least a factor of ten dilution so that C,,, < C,, 

keeping constraints (a) and (b) m mind, use equation 3.7 with B,= 9.0 to compute the 

maximum concentration C,,,, unless both the source and the receptor are on the lower 

third of the same or adjacent walls, in which case use B,= 30. 

3.3.4 Sources above the building 
This section will focus on the effect of stack sources on the roof of flat top buildings. The 

two most important modelling considerations are: 

(4 
ib) 

to predict the effect of varying stack height on building surface concentrations, 
to determine criteria for the stack height and position so that the plume avoids all contact 
with building surfaces, and does not become entrained into the near recirculation wake. 

Wilson and Britter (1982) estimate the effect of stack height on concentrations at roof 
level receptors using a Gaussian plume model. For a flat roof building with a stack height h, above 

roof level and plume rise Ah, the roof level concentration is given by 

(3.8) 

with oz= 0.21 R”’ x”~, where R is a scaling length appropriate for the roof wake, R = D,067D,,o’3 

(subscripts S and L denote the smallest, and the largest building dimension). This relationship was 
determined by Wilson (1979) and Wilson and Winkel (1982) in a series of experiments on 
discharge stack heights involving 24 different flat roofed building shapes. 

However, this simple Gaussian diffusion model cannot be applied to any situation in 
which the plume becomes entrained into either the roof wake recirculation region or into the 
trailing vortices at the edges of the roof. In either of these cases, varying the stack height causes no 
consistent or predictable concentration reduction, unless the stack is made high enough and located 
in the centre of the roof away from the edges to avoid these recirculation regions altogether. For 
shorter stacks or those closer to the recirculation regions, a detailed wind tunnel or CFD study 
is required. 

For low vents and shofl stacks on the roof of a building, Wilson and Chui (1985) proposed 
a model for minimum dilution based on two main independent dilution processes: an initial dilution 
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From a different point of view, Thompson (1993), describes the effect of a building on 
the impinging plume in terms of building amplification factors (BAFs), defined as the ratio of the 
maximum ground-level (or building surface) concentration observed in the presence of the 
building, to the maximum observed for the same source in the absence of the building at ground 
level. The notion of a building ‘amplification’ effect may seem to contradict the basic premise of 
Wilson and Britter discussed above, that the maximum surface concentra.tion on the building is 
always equal to or less than the maximum concentration in the undisturbed plume at the same 

downwind location; the ‘amplification’ is measured with reference to the maximum ground-level 
value in the absence of the building, which is less than the maximum concentration in the 
undisturbed plume at the distance of the building. Using BAFs can therefore provide a lower 
bound to the value of the maximum surface concentration, provided that the source is near enough 
to the building for the maximum ground-level value to lie downwind of the building. 

It is also worth noting, that from sources near the upwind face, material may become 
entrained into the upwind recirculation region and spread a significant distance upwind of the 
building of the order of H to 2H, before being swept around it and becoming entrained into the near 

wake (Jones, 1983). 

3.3.3 Sources on the building 
Given the complexity of the flow patterns described in Section 3.2.1, it is nearly 

impossible to formulate an empirical model for predicting the detailed trajectory of a plume from a 
building surface release. 

Wilson and Britter (1982) have followed an alternative approach by offering simple, yet 
realistic design guides for stack and vent placement based on the determination of an upper bound 
to concentration levels on the surface of a building from pollutants discharged from sources on the 
same building. 

Assuming that the maximum possible concentration is due to minimum plume travel time, 
along the shortest distance along the building surface from source to receptor, a simple theoretical 
consideration suggests that 

where s is the shortest, ‘stretched string’ distance from source to receptor over the surface of the 
building, ic is the turbulence intensity normal to the plume axis formed using the local mean 
velocity Uc, and r/H is the approach free stream wind speed at the height of the building. Wilson 
(1976, 1977b) found that the combination of variables on the right hand side of the equation above 
was a constant for most source and receptor locations. Wilson and Briner (1982) then carried out 
wind tunnel determinations of the value of the right hand side of equation 3.6, for various building 
shapes and (low momentum) vent locations. Dilution factors, defined as UC, were calculated from 
concentrations measured at a large number of receptor points on the surface of a building and were 
plotted as a function of the distance from a source. These show a wide scatter of possible 
concentration values over several orders of magnitude. However, it is possible to draw a limit line 

for the upper bound of concentration, within which the vast majority of the measured points fall: 

LJJH r2 = B = 9 
Q ' 

(3.7) 
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When designing stacks to avoid building surface contamination from a roof stack source, 
the stack should be made high enough to ensure that the plume will not impinge on the roof. 
Wilson (1979) proposed a graphical design procedure based on Figure 3.7. The maximum 
dimensions of the roof recirculation cavity on the upwind edge correspond to wind directions 
normal to the upwind face: ff,= 0.22 R, xc= 0.5 R and L,= 0.9R (R as defined above). Once these 

are calculated, a high turbulence zone boundary is constructed with a downward slope of 1 : 10 
from the top of the recirculation cavity Where this boundary aosses the downwind roof edge, the 
edge of the plume taken at a I : 5 slope is projected back upwind over the building is the limit 
above which all stack heights should be located. 

This is a less stringent requirement than that needed to prevent stack plume entrainment into 
the near recirculation wake, which can cause contamination of the downwind face of the building. A 
widely used criterion for avoiding entrainment into the near recirculation wake, as well as avoiding 
building downwash, is the rule that the stack height must be at least two-and-a-half times the height of 
the building (the 2.5H rule), with the exception of tall slender shuctures for which this criterion can be 
relaed to H + I .5 Pi’ (Snyder and Lawson, 1976). For wide buildings, Thompson (1993) suggests that 
an even higher stack (about 3H) is required to avoid building downwash. 

Wilson and Britter (1982) suggest using the following expression to calculate an upper 
bound on the concentration both on the roof and within the recirculation cavity for roof top stack 
emissions that become entrained in the near wake recirculation region: 

To account for plume downwash into the building wake, the stack height can be replaced 
in this equation by an effective stack height, using 

h, = h, - 
O.IA 

h, i O.lfi 
(3.11) 

FIGURE 3.7 Illustration of the main roof-level patterns of flow and the graphical 
method of Wilson (1979) (reproduced with permission) 
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D, due to jet and buoyant plume entrainment rate Q, at the source, followed by ‘distance’ dilution 

D, caused by a constant entrainment velocity into a semicircular uniform concentration plume of 

radius R bounded by the building surface (Figure 3.6). 
The limit equation for minimum dilution is then 

(3.9) 

Further refinements to this method based on wind tunnel and full-scale studies are 
proposed in Wilson and Chui (1987) (effects of turbulence from nearby obstacles), Wilson and 
Chui (1994) (influence of building size), 2nd Wilson and Lamb (1994) (full-scale validation). 

s AT5 Distance From Vent 

FIGURE 3.6 Calculating the concentrations on a building as afunction of distance 
from a finite area roof-level source using the entrainment model of 
Wilson and Chui (1965) (reproduced with permission) 
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FIGURE 3.8 Contours of concentration in obstacle wakes from ground-level 
sources (from Robins and Fackrell (1983), copyright Power Technology 
Centre, Powergen, reproduced with permission) 

92 



as derived by Robins and Castro (1977b). Equation 3.10 then becomes 

0.1 (3.12) 

3.3.5 Dispersion within the near wake recirculation region 
Dispersion in the near wake recirculation region is associated with the following main 

characteristics: enhanced turbulence leading to increased mixing and dilution, reduced wind speeds, 
and low air exchange rates that causes contaminant retention inside the recirculation bubble. 

Figure 3.8 (Robins and Fackrell, 1983) shows different possible scenarios for plume 
entrainment into the building wake from sources near the building. Figure 3.9 shows examples of 
dispersion from ground-level sources located inside the wake. Establishing whether a plume 
becomes totally or partially entrained into the wake of a building is one of the most important 
considerations in calculating concentrations on the downwind face of the building, due to either 
upwind sources, or downwind sources within the recirculation region. It is also crucial for 
calculating concentrations further downstream. 

The Apsley and Robins (1994) building effects model (also pan of the commercially 
available model ADMS) considers the regions of flow around the building to which different plume 
entrainment criteria apply. In this model, an upwind release may be partially or totally entrained in 
the recirculation region behind the obstacle, depending both on its lateral spacing from, and height 
above the obstacle. The plume is then partitioned into a part that is unaffected by the building, and 
a part that becomes completely entrained. The latter becomes completely mixed throughout the 
recirculation region and is then x-emitted. The plume issuing from the recirculation region is 
modelled as a virtual ground level source situated upwind of the building. These two components 
are treated as independent plumes in the main wake region (‘double plume’ model) with 
correspondingly different plume spread coefticients. Modified plume spread parameters are used 
inside the wake region of the building, to account for the influence that the building has on 
turbulence downstream. The complete plume from a partial entrainment is obtained by summing 
concentations from the two plumes using simple superposition. 

This model also assumes (as the model of Cifford, 1960, and Vincent, 1977) that high 
turbulence intensity and flow recirculation creates a uniform concentration across the entire 
wake recirculation region. However, as Wilson and Britter (1982) point out, an emission inside the 
recirculation region is not immediately mixed to a uniform concentration but produces a diffusing 
plume for a considerable distance from the source. As the plume diffuses further inside the wake, 
entraining its own recirculated emissions rather than clean ambient air, the concentration in the 
wake will eventually, far from the source, tend asymptotically to a constant value. 

Wilson and Britter (1982) propose a hvo-part diffusion model for predicting both the 
constant concentration far from the source, and the near plume diffusion tield from sources inside 
the recirculation wake: 

(4 for distances from the source measured along the building and/or along ground level 

within r J-- A 5 1.73 use C,“,UH r2 
Q 

= B, = 9 (as in Section 3.3) 

(b) for r-L? > 1.73, use 

* 
Q 

= B, with B,= 3.0 + 2.0 (3.13) 
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These two equations are compared to the measurements from surface releases on the rear 

of buildings. Thompson (1993) suggests a modification to equation 3.13 above for wide buildings 
with IV/H> 1, advising the use of If2 instead of A as the scaling length. 

For sources outside the near wake, a uniform concentration C, can be assumed to exist 
within the wake due to contaminant entrainment across the boundary of the recirculation region, 
and equal to the average concentration over the surface of the recirculation region (Buttock and 
Hunt, 1979). According to Wilson and Britter (1982), a conservative upper bound to the 
concentration in the near wake from an upwind source is that given by equation 3.13, which 
implicitly assumes that all the source material becomes entrained in the wake. A more realistic 

estimate would, however, be given by equation 3.10 with the term (k,+ A/I) replaced, in the case of 
laterally displaced upwind sources, by the cross-wind distance (v - W/2) that the source is displaced 
past the edge of the building width w. 

All of the models described above are critically dependent on the correct calculation of 
wake dimensions and ventilation rates. The methods used are briefly described below. 

According to the correlation of experimental data from several wind tunnel studies by 
Hosker (1979), the extent of the recirculation region is given by 

1.75 W H 
XR = 

X+0.25 W 
(3.14) 

for low rise buildings with W > H, where xI is the ground-level distance from the downwind face to 

the point of reattachment. 
A simpler form, suggested by Wilson and Britter (1982) is 

which approximates equation 3.14 within *15% over the range 1 < w/H5 15. 
Fackrell and Pearce (1981) have recommended the following expression (also used by 

Apsley and Robins): 

Fackrell (1982) also proposed an expression for the maximum extent of the width of the 
recirculating region equal to: 

Wr =0.6/f+ 1.1 W (3.17) 

The wake ventilation rate a is directly related to the uniform concentration in the wake. It 

is also inversely proportional to the wake residence time which is an important factor influencing 
exposure time from instantaneous or transient releases. Material from an instantaneous release that 
becomes entrained in the wake of the building where the ventilation rate is low, can be retained 
there for much longer than the duration of the release itself, increasing the time of exposure. 

The following analysis by Robins and Fackrell (1980), which calculates the uniform wake 
concentration C, due to a source inside the wake of strength Q, illustrates the relationship between 

the ventilation rate, a, and the wake residence time constant f+ The recirculation zone is modelled 
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FIGURE 3.9 Contours of concentration in obstacle wakes from ground-level 
sources (from Robins and Fackrell (1983), copyright Power 
Technology Centre, Powergen, reproduced with permission) 

93 



as a closed cavity with surface area A,. The mass flux of pollutant across this wake boundary m,, 

depends on the amount of air that becomes entrained into the wake, so that 

m, =u,a A,(C,-C-1 (3.18) 

where Cm is the concentration outside the wake. Assuming Cm= 0, a mass balance for a sowce 

emission rate into the wake gives 

dC,= Q-a u,Cw 
dt VW 

(3.19) 

where V, is the wake volume occupied by the uniform concentration C,. The steady state solution, 

for dCJdt = 0, is then 

c,= Q 
a AJJ, 

(3.20) 

and the decay time constant (for the pollutant concentration to fall to lie of its initial value for a 
suddenly stopped source), or wake residence time, is 

(3.21) 

Vincent (1977, 1978) demonstrated that the building projected frontal area is the 
appropriate scaling factor for I,, so that 

fd(/H=B, 
Li 

(3.22) 

For a surface mounted cube at various angles of incidence and varying approach flow 
turbulence, B, = 6.8 * 1.5. This result was used by Wilson and Britter (1982). 

Fackrell (1984), however, proposed an empirical expression for the wake residence time 
scaled by Hz 

‘dull 
(S)‘,’ 

K=“[,+o.6 (;)J 

(3.23) 

Hunt and Castro (1984) found that this expression was in agreement with their experimental 
data. It is applicable to rectangular obstacles of WiHi 8, and perpendicular to the flow. Wake 
residence times are typically behveen 4 and 12. For buildings that are wider than W/If= 8, the 
residence times become greater up to an asymptotic limit, when the wake essentially becomes two 
dimensional. With oblique wind directions, especially when trailing vorticity is generated, 
residence times may be significantly lower due to an improved scouring of the wake. 

3.3.6 Incorporating the effect of nearby buildings and topography 
As discussed in Section 3.2.2 multiple building interactions can be particularly complex 

and site-specific, especially in the near field. As a result, it is nearly impossible to formulate an 
accurate empirical numerical method to predict concentrations in complex sites. 
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A useful empirical concept developed in the wind engineering field for dealing with 

building interactions is that of an ‘area of influence’, the area within which the presence of an 

obstacle will affect the flow around another. Hosker and Pendergrass (1987) report areas of 
influence of radius R at ground level, centred on a point a distance e downwind of the upwind face 

of the building, for buildings of varying height H and width W. For buildings with H> l.ZS@‘, 

Rz11.8Wandez0.5W.Forbuildingswith 1.25W>H>0.33W,Rz 1.6~(Wf)andez0.9\I(WH). 

Finally, for buildings with H < 0.33 W, R G 2.8H and e z I .6H. For the tall and intermediate building 
shapes, the areas of influence are circles; for the wide building shape, the area of influence is 

bounded by semicircles of radius R with centres at a distance zI.5H from either end of the building, 

which are joined by straight lines parallel to the long sides of the building. 
Cook (1985, 1990) reviews aspects of wind flow effects of multiple building interactions 

and describes complex procedures for describing the influence of one building on another. Hall 
et al (1996) highlight the potential of this concept for dispersion calculations. 

The model of Apsley and Robins (1994) treats groups of buildings in a simplified way, as 

an equivalent single block of equal frontal projected area A, and orthogonal to the wind direction. 

The dimensions of this idealised obstacle is used to define a perturbed flow field around the 
obstacle, with a near wake recirculating region immediately behind the obstacle, and a far turbulent 
wake further away. This model is used in the ADMS as a building effects module to be used for 

distances up to - 30H. 
In the far field (see also Section 3.4), the particular arrangement of a cluster of buildings 

at a site can have a distinct effect on the values of o, and 0:. Singh et al (1994) concluded, after 

assessing dispersion from sourw on the BNFL Sellafield site, ihat ‘dispersion in the presence of 

arrays of buildings can be sufficiently different to that in the presence of fewer discrete buildings, 
and models developed from tests and observations on the latter cannot be relied upon to predict 

dispersion from the former’. 

3.3.7 Contamination of air inside the building from outside sources 
Once the concentration at the surface of the building has been calculated, the indoor 

pollutant concentration can be modelled based on an understanding of the ways in which indoor 
air becomes exchanged with outdoor air, together with the deposition or decay dynamics of the 

pollutants concerned. 
Outside air enters into the building due to infiltration through cracks and openings in the 

building envelope, via natural ventilation when windows are open, as well as via forced ventilation 
systems that induce air exchange, such as fans, and blowers. The rate of air exchange, A,, is usually 

expressed as the room air volume changes per hour (ACH). Pollutants from the outside air may be 
removed by the building fabric during infiltration or by air filters in the ventilation system, and this 

is represented by a filtration factor/Y Particulates, as well as chemically reactive pollutants, will 
deposit on the indoor surfaces at a rate equal to the deposition factor, I,. Radioactive contaminants 

will also decay at a rate of 1, a radioactive decay factor. 
Table 3.1 gives a range of typical values for the building specific parameters 1, fad 1, 

(Roed and Goddard, 1990). It is important to emphasise that these values vary greatly with building 
type and mode of occupation, and that very few experimental data exist. Air exchange rates also 
depend on seasonal and shorter term variations of the outdoor wind speed, and the difference 
between indoor and outdoor temperatures. 
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TABLE 3.1 Characteristic parameter ranges for &, f and 
&given by Roed and Goddard (1990) 

Parameter Range G?“VCd 

Air exchange h(h-‘) 0.33 to 30 3 

Filtration f 0.5 to 1 0.8 

Deposition factor n, (h-l) 0.002 to 0.43 0.11 

InfiltI2xion - 
hr 

Outside 
COlXetltIatiOO 

C” 

Inside concentration 
ci 

--, - 
Indoor volume 
V 

Radioactive Deposition - 
decay ;b 
3. I 

Exfiltration 
--+L 

Outside 
concentration 
C” 

FIGURE 3.10 Simple box model for indoor air concentration 

Compartment or ‘box’ models are the main method employed to calculate the overall 
concentration inside the building. The indoor space is modelled as one or more, well-mixed boxes 
of uniform concentration. Figure 3.10 illustrates some of the aspects that can be considered in a 
simple box model used to model indoor contamination from outside sources. 

As a simple example, assume that the outside concentration has a uniform value C.. (The 

actual non-uniform concentration on the building is an important consideration however, especially 
regarding the location of ventilation intakes on the building surface. This could be taken into 
consideration by using an appropriate apportionment of incoming air and outdoor air 
concentrations.) A mass balance in the box yields 

ydCi -_ -- 
dt 

n,/ vC,-~,vC,-J”.,YC,-hVC, (3.24) 

The steady st$e solution for the indoor concentration C, corresponds to dCjdt = 0, whereby 

The non-dimensional term equal to the ratio of indoor to outdoor concentration, is referred 
to as the indoor contamination ‘transfer factor’. The same term without 2, is also called the ‘building 
protection’ factor, since the effect of filtration and deposition (in the case of particulate airborne 
material, or chemically reactive gases such as SO2 and NO,) is to reduce indoor concentrations. 
However, when the contaminant involved is such that deposition or decay is negligible (eg non- 
reactive gases such as CO), the steady state concentration inside the building is the same as that 
outside. Table 3.2 from Goddard and Byrne (1995) summarises reported data on building 
protection factors (also called ‘location factors’) from case studies on indoor aerosol contamination. 
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TABLE 3.2 Ratios of indoor to outdoor concentration (building protection factors) 
for aerosol concentrations in buildings from available experimental data (as 
summarised by Goddard and Byrne, 1995) 

Reference Building type Aerosol type 

Megaw (1961) UK house Iodine particulate o.z+ 

Siersteker el al (1965) NetherLands. SO homes so2 0.1 or better 

Reed et a, /19&T) 17 Danish homes (14 houses. ‘Be. ‘“Ru 0.33 (average) 
3 apatiment.5, 

Christensen and 4 Finnish apartments ‘Be 0.35 (average) 
M"510"O" (1967) 0.44 (average) 

Roed and Cannel 

(1987) 

Raunemaa et a/ 

(1969) 

1 Danish house ‘Se. Chernobyl aerosol 0.4 (iodine) 

0.27 (YS) 

30 Finnish buildings (5 ofices. Fe. Si, coarse and fine 0.27 (coarse Si) 
25 houses and apartments) aerwol modes 0.12 (coarse Fe) 

A great variety of compartmental models are available, incorporating different parameters 
and degrees of complexity. Some examples arc the code BHOUSE (Qadir, 1990) which 
incorporates the simple analysis outlined above, and tix comprehensive CONTAM model 
considered as one of the state-of-the-art models (Walton, 1997) and which is freely available on the 
Internet (gwalton@enh.nist.gov). 

CFD modelling is also used increasingly to model the detailed distribution of 
contaminants inside a building. Examples of CFD modelling of indoor pollution can be found in the 
work of Chen and Jiang (1992), and the aerosol deposition simulation of Lu and Howartb (1996). 

3.3.8 CFD modelling applications 
This section is intended to provide a brief overview of CFD applications to near-field 

dispersion around buildings. For a more comprehensive discussion of CFD applications to near- 
field atmospheric dispersion modelling, the reader is referred to the rec,ent review by Hall (1996b) 
which discusses the feasibility and validity of CFD modelling, potential modelling pit-falls, and 
best practice approaches. 

CFD codes are used at an ‘exploding’ rate as a tool to solve engineering fluid flow 
problems (Cowan et al, 1996; Moin and Kim, 1997). This trend has been mirrored in the shldy of 
the flow and dispersion around buildings. CFD was first applied to environmental flows by the 
wind engineering field to predict wind loading and flow patterns around single, or groups of 
buildings. This was then followed by studies on the dispersion from and around buildings. 

CFD modelling is based on the solution of the governing partial differential equations 
oftbe flow, namely those of the conservation of mass, momentum and energy, by numerical 
means on a computational mesh (a grid that divides the flow domain into individual ‘cells’). 
Thedifferential equations are discrelised, ie broken down into an algebraic form amenable to 
solution by a computer, according to methods such as the finite volume method (Patankar, 1980), 
and various differencing schemes, eg the upwind or central differencing schemes. Versteeg and 
Malalakesera (1995) is an excellent introduction to CFD that describes the underlying numerical 
methods in detail. 
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Flows around buildings are invariably turbulent, and approximations made in the 
modelling of turbulence by CFD codes is a fundamental source of error and uncertainty in 
the prediction. Although turbulence, ie the fluctuating part of a flow, essentially obeys the same 
fundamental equations as the mean flow, the important constituents of turbulent phenomena take 
place in eddies of order a millimetre in size when the whole flow domain may extend over 
hundrrds of meters. A grid fine enough to allow an accurate description of a turbulent flow would 
therefore require an immense and totally impractical number of computations. Full calculations of 
the turbulent flow for very simple boundary conditions have been carried out only with the use 
of the most powerful supercomputers available (Moin and Kim, 1997). However, a more useful 
approach for representing turbulent flows in less detail, is by calculating averaged quantities with 
the use of approximate, semi-empirical ‘turbulence models’. Using these models in conjunction 
with the conservation equations it is possible to arrive at a satisfactory fluid flow solution on the 
scale of mean motion with currently available computational power, using workstations or even 
personal computers. 

The k-E model of Launder and Spalding (1974) is the model of choice for the majority of 
applications and in the commercial general application CFD codes. Although its deficiencies are 
well documented (Murakami, 1993; Zhang, 1994), it is a known quantity and many workers prefer 
a model with known characteristics to a model promising more accuracy but with less history of 
application. It is likely that improved turbulence models will become more prevalent as experience 

with them grows. Examples of such models are: further developments of the k-6 model, eg the 

Chen k-c (Chen and Kim, 1987) and RNG k--E models (Yakhot and Orszag, 1986; Y&hot ef nl, 
1992), Reynolds stress models (eg Mrllor and Herring, 1973), and large eddy simulation models 
(LES) (eg Nieuwstadt, 1991) which have been shown to return more accurate predictions than the 

standard k--E (Murakami et a[, 1992). 
Wilcox (1993) gave a detailed description of turbulence models and their relationship to 

CFD. Laurence and Mattei (1993) reviewed the current state of turbulence models and concluded 
that the k--E model was the safest model to build into a code without presuming the type of 
application. However, they stated that LES may well be favoured in the future when modelling 
bluff body aerodynamics, such as the flows around buildings. LES was again reviewed favourably 
by Murakami (1993) in a comparison of turbulence models applied to flow over a bluff body, 

whereas the k--E model was found to overestimate the value of k around the frontal comer due to the 
production term in the turbulent energy equation. 

Apart from the uncertainty inherent in the use of any particular turbulence model, CFD 
results can also be strongly dependent on the mesh design and the numerical method employed. A 
critical discussion of the current limitations of CFD can be found in Section 4.3. 

Despite the large number of uncertainties and problems associated with CFD, there are 
many examples of successful application of CFD to modelling flow and dispersion around 
buildings. Paterson and Apelt (1986) and Hanson et al (1986) reported good agreements between 
predicted flow field and wind loading, and experimental measurements for buildings with sharp 
profiles. Mathews ef al (1988) reported good agreement between experimental measurements and 
numerical predictions, gained from a finite difference code for the case of a building with a smooth 
profile where the separation point is not as well defined as that of a sharp profile. Murakami and 
Mochida (1988) carried out a detailed study considering seven cases of flow around a cubic model 

using the k--E model. It was concluded that the velocity and pressure fields could be accurately 
predicted, given a sufficiently tine mesh resolution. However, the turbulent energy (predicted by 

means of the k--E model) at the windward edge and in the wake of the building was not in such 
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good agreement with the experimental measurements. The authors concluded that further efforts 

should be made to improve the accuracy of the k-s model. 
Bsnodekar er ai (1957) developed a methodology to predict flow and dispersion in the 

vicinity of an isolated reactor building using the finite volume method, which was then applied to a 
range of cases frcrn an idealised cubic building to a more realistic reactor building. Passive releases 
in neutral and stable flows were considered, complementing a previous study on buoyant releases 
(Benodekar er al, 1984). In the case of the complex reactor building, plume concentration 
predictions in the wake region agreed with experimental data at best within 30%, and at worst 
within a factor of hvo. The main sources of error were thought to be due to insuiIicient grid 

refinement (achievable at an increased computational cost), the k--E model assumption of isotropy 
of turbulence and the treatment of the wall boundaries. 

Ronold (1993) used CFD to predict detailed air velocity distributions and gas concentration 
profiles within a petroleum process plant to aid the classification of hazardous areas. Gadilhe et a[ 
(1993) predicted the wind flow through an urban square, the results comparing well with 
experimental measurements, although it was concluded that further work was required for a full 
validation of the model. 

The application of CFD models to environmental problems in general, requires the 
inclusion of a realistic description of the atmospheric boundary layer. Zhang ef al (1996) presented 
a comparison of numerical predictions and experimental measurements of flow and dispersion 
around a building in stable conditions. Fair agreement between predicted and observed centreline 
ground concentrations was reported for weakly stratified conditions. However, for strongly 
stratified conditions agreement was poor. Zhang ef al (I 993) also explored the effects of incident 
wind shear and turbulence levels on the flow around a building and concluded that their CFD 
model yielded a reasonable simtilation of the mean flow, as compared with wind-hmnel data. 

Richards and Hoxey (I 993) suggested appropriate input values for the k-E model for flows around 
buildings in the atmospheric boundary layer calculated with reference to full scale measurements. 
The effect of fluctuating wind directions and wind speeds in the real atmosphere to the flow and 
dispersion around buildings - as modelled recently by wind hmnel studies (eg Higson er al, 1994; 
Okabayashi er al, 1996) can also be modelled with transient CFD simulation techniques, to give a 
peak and B mean value of parameters (Hill, 1997). 

3.4 Dispersion modelling beyond the near wake 

Beyond the local influence of a building on plume dispersion, building effects can persist 
for long distances. Downstream of the near wake recirculation region there is a relatively mildly 
disturbed wake region associated with enhanced dispersion rates. To model concentrations at 
longer distances from the building, outside the near wake recirculation region (regimes (b) and (c) 
according to the classification in Section 3.1.3. I), most of the models found in the literahtre apply a 
number ofbuilding effect corrections to the standard Gaussian model, expressed as 

(3.26) 

where x is the coordinate along the wind~direction, y along the cross-wind direction and z along the 
vertical, the origin being at the source. U is the advection mean speed (usually specified as the wind 

speed at IO m height in the boundary layer), o, and mz are the vertical and lateral plume spreads 
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expressed as the standard deviation of the horizontal and vertical Gaussian distributions of 
dispersion, and h, is the effective height of release. 

The main existing Gaussian models are ISC3 (EPA, 1995), NRPB-R9I (Clarke, 1979). 
ADMS (Carmthers el al, 1994) and the Danish OML (Olesen et al, 1991). The basic difference 

between these models is the atmospheric stratification description that they use to calculate cry and 

ol. lSC3 and NRPB-R91 calculate o, and vj based on the discrete Pasquill-Gifford stratification 

categories, whereas ADMS and the Danish OML uge an improved, continuous function of basic 
physical parameters such as u*, the Monin-Obukhov length scale, and the roughness length 2,. 

The main methods for incorporating building effects in Gaussian plume models are as 
described by Fackrell(1984) and discussed below. 

(a) InitinI dilution of the plume and iniiial plume widfh ratio. Gifford (1960) suggested that 
the plume downwind of the building can be approximated as a Gaussian with an initial 
dilution of the plume proportional to wind speed U and the projected building area A. The 
centreline concentration is then equal to 

c= Q 
(77crYcrl +c.4 ) u (3.27) 

where c has been estimated between 0.5 and 2.0, with c = 1 giving the best agreement with 
experiment in most cases. Although this is a very simple model to use, it is only applicable 
to centreline concentration. 

(b) Virtual .wurce methods. To simulate the effect of the building on plume dispersion 
downwind, these methods assume that the plume comes from a virhxd source at positions 
upstream of the real source. The source position is chosen so that the vertical and lateral 

plume spreads at the position of the rear face of the building, I+, and cr,. are some 
specified fraction of the building height and width. Two models have been suggested and 
tested: 

. Turner ( 1969): 

% = w/4.3, (J, = H/2.15 (3.28) 

with the virtual source located at ground level for low level releases, and at roof level, H, 
to model higher level releases. 

. Barker (1982): 

aF=w/3, or0 =H/3 (3.29) 

with the virtual source height equal to H/3, for both ground and roof level releases. This is 
the model adopted by NRPB (Jones, 1983) since it was regarded ‘as good as any’ of the 
other available models. 

Cc) Increasing oY and q by a fLxed amount downstream of the building. 

Frrrara and Cagnetti (1980): 

~;=uy+W/25,~I=~,+Hi25 (3.30) 

This model gives very similar results to that of Halitsky (1977), yet it is easier to apply 
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(4 Virtual murce model with interpolation io match near-wake values. All the above models 
of the far wake do not match correctly with near-wake calculations as x becomes small. 
Huber and Snyder (1982) suggested an interpolation for 3H < x < 1OH as follows: 

0; =0.7(W/2)+(~-3K)!lj (3.31) 

0; =0.7H+(x-3H)ilS (3.32) 

and for x > IOH, a virtual source model is used so that the values at x = lOH match 

correctly, with the virtual source height used equal to the ach~al source height. If 0’~ c for 
either y or z, then the undisturbed values are used. For source heights greater than the 

building height no correction is applied for 0; 
The IX model (EPA, 1995) uses, this m&hod for squat buildings (H c FV). For tall 

buildings, the 0: equation is used with the building height substituted by the building 

width. For very squat buildings (W> SH), an additional adjustment is included in the vY 

equation when stacks are located near the end of the building. 

All the methods described above were tested by Fackrell (1984) who concluded that the 
behaviour of all the models is similar and that there is usually less than a factor of two difference in 
their predictions. He stresses that these models cannot be applied very near to the building since the 
actual plume can be greatly distorted and displaced by the complicated local flow field patterns, but 
that further downstream (5H to 10 ff) the local effects become small. 

Building downwash effects can also be incorporated into a Gaussian plume model, again 

by adjusting nY and ox, or by adjusting the effective height of sources near or on the building 
(Hanna er al, 1982). 

The IX model uses the Schulman and Scire method for stack emissions that become 
entrained in the near wake, ie when the plume height (stack height plus momentum rise) is greater 
than 2.5H (or H+ l.5W for slender, tall buildings, as in Section 3.3.4). The method incorporates a 

reduced plume rise due to initial plume dilution, enhanced oz as a linear function of the effective 
plume height, and a specification ofbuilding dimensions as a function of wind direction. 

The ADMS model uses the building effects model of Apsley and Robins (1994) for 

distances up to x = 30H. Use of a shorter distance would reduce computation time, but x I: 30H is 
sufficiently far away from the building for discontinuities to be kept small between the buildings 
effect module and the underlying ADMS dispersion model. 

Another practical approach to dealing with Gaussian~dispersion calculations is the Gifford 
and Porch (1993) atmospheric diffusion calculation model GAUSI incorporated into a pocket size, 
hand-held calculator. It is a general purpose Gaussian model which incorporates many air-pollution 
modules/formulas that add refinement to the basic Gaussian calculation. It calculates building 
effects using the Cifford (1960) method and building downwash according to the method by Briggs 
et al (1982). 

4 Conclusions and recommendations for future research and 
model development 

4.1 Field and wind tunnel studies and semi-empirical models 

Despite the large number of published papers and reports on wind tunnel studies of 
buildings effects, the span of the available dispersion database is limited. Studies have tended to 

concentrate on simple rectangular obstacles only, and little attention has been given to commonly 
encountered wide and squat, or tall and slender buildings, or groups of buildings in rows or squares 
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(Hall rf a[, 1996). Obstacles other than buildings such as walls and cuttings, vegetation and lattice 
structures have also been largely ignored in the literahtre. The effect on dispersion of the horseshoe 

and trailing vortices generated by buildings is an issue that also needs timher consideration. 
Additional experimental data are therefore needed to complement this gap of information; 
experimental data are the foundation on which semi-empirical models are developed, and are also 

necessary for validating CFD results. 
Amongst existing personal-computer-based models, the Apsley and Robins (1994) model 

is probably the best relatively simple empirical procedure for dealing with dispersion around 
buildings, since it can accommodate partial plume entrainment in a reasonable way for both elevated 
and laterally displaced plumes (Hall et al, 1996). Although designed as B module for ADMS, it can be 

used independently. 
The practical procedures for estimating maximum building concentrations as described in 

Sections 3.3.2-3.3.5, are also methods suitable for incorporation in B personal computer program, 
although such sofhvare does not seem to be available. 

The value of further general field experiments and wind tunnel studies of dispersion over 
elevated terrain for idealised symmetrical hill shapes is limited, as a major problem is in the 
application of their results to more general sitlrations. CFD modellmg can be used to produce 
parameterisations just like those from measurements, although with the non-trivial additional 
problem of model uncertainty on top of applicability of results. Where new, empirical or theoretical 
models are developed, for which validation data from existing laboratory and field experiments is 
lacking, then idealised measurements need to be made for that purpose. Probably of most value, 
however, are field or laboratory experiments representing specific sites from which releases might 
occur. An example is the measurements made near the Sellafield reprocessing plant to test the 
predictions of turbulence parameters thnt are made by the Flowstar model for use in ADMS 
(Robinson, 1997). Such an approach is necessary and justifiable, as the number of sites from which 
releases of radioactive material may occur is quite small, but every site has some local features that 
may not be handled well by a given model. Scientific assessment of the assumptions made in any 
model is vital, but should not be used as a substirute for field measurements or at least wind tunnel 
studies of individual sites. 

4.2 Modifications to the Gaussian plume model 

For buildings, the NlZPB-RPI Gaussian plume model is currently designed to model 
dispersion regime (c) (see Section 3.1.3.1). It is often used incorporating the Barker (1982) 

correction to the lateral and vertical spreads crY and o, to account for building effects on impinging 
plumes (see Section 3.4). In order to consider regimes (a) and(b), it is possible to incorporate more 

sophisticated mY and 0: corrections, as those employed by the ISC model, and include an improved 
method for modelling wake entrainment, as for example, the double plume model in the vicinity of 
the building used by the Apsley and Robins (1994) building effects model. The simple semi- 
empirical models described in Section 3.3 for estimating an upper bound for the concentration on a 
building from an upwind source or a source on the building could also be incorporated. 

For hills, a model based on modifications of the Gaussian plume model for application 
when plumes impinge on elevated ground already exists. For details of the EPA CTDMPLUS 
model, see Section 2.3.4. It seems unnecessary to repeat such a lengthy development and validation 
procedure in the UK. However, for application in this country, especially to accidental releases 
which may occur near the ground, it must be recommended that the assumptions made be examined 
carefully, as CTDMPLUS has been developed primarily for regulation of continuous elevated point 
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sources in an American environment. It is probably fair to say that the development of all EPA 

models includes a certain amount of tuning to ensure that model performance suits this specific 
application. For example, comparability of results between one operator’s plant and a competitor’s 
is arguably important as well as the accuracy of the model at a single location. Even though the 
EPA models arc generally rather well documented, the decision process that results in the choice of 

a given model formulation is inevitably much less well documented (if at all) than the resulting 
model itself. Furthermore, pressure in American society to limit emissions of chemical pollution 
such as sulphur dioxide might lead to quite different model requirements to the demands of UK 

society that radioactive discharges, for example, must be subject to the most stringent control 
The recommendation that model assumptions should be examined carefully, especially 

when importing American regulatory models for different uses in the UK, is in accordance of the 
principles of the Royal Meteorological Society guidance (Britter ef nl, 1995), in which demonstration 
of &itness .for purpose of modelling technique requires a scientific assessment of a model whenever 
it is applied beyond the situations in which it has been validated. There are also some situations, for 
example releases in reverse flow downwind of a hill, in which the assumptions made in 
CTDMPLUS are completely invalid, such that its application would produce results that would be 
most misleading indeed. 

In situations in which systematic underprediction of concentrations by CTDMPLUS is 
likely to give cause for concern, much simpler assumptions - screening methods - become 
attractive. Alternatively, the ADMS approach of using a linearised airflow model to compute the 
plume centreline and dispersion parameters is extremely valuable when modelling individual cases 
under conditions in which the linear model is valid, as the effect of the irregular shape of most hills 
is considered by the airflow model Flowstar 

The uniqueness of every real-life situation in which a release might impinge on elevated 
ground makes it extremely difficult to recommend any particular model for application in every 
situation. This is reflected in the diversity of approaches recommended by EPA in the USA. It is 
probably necessary to consider the merits and weaknesses of a selection of models for each case 
individually. The use of more than one model for a given study increases the chances that the user 
will become aware of likely pitfalls and will be able correctly to estimate the reliability of the 
model estimates. 

4.3 Current limitations and future potential of CFD modelling 

Applications of CFD to dispersion calculations around buildings are currently limited by 
the considerable complexity involved in CFD modelling which results from the many degrees of 
freedom available through various hxbulence models, as well as the choice of appropriate model 
boundary conditions, meshing approaches, differencing techniques and solution algorithms. CFD 
fluid simulations are also limited in the sense that they may fail to retllm a faithful simulation of a 
flow, and it is always advisable to validate and support CFD results with scaled flow data. See also 
Hall (I 996b). 

The success or failure of a simulation depends not only on the code capabilities but also 
on the way the user defines the problem. Even when input information on boundary conditions is 
physically realistic and correctly presented to the analysis code, the choice of a given turbulence 
model, mesh design and differencing scheme can have an effect on the predictions which can be 
strong, yet difficult to identify or isolate. Leschziner (1993) presents examples of different 
predictions resulting from changes in the numerical discretisation scheme, along with a wide range 
of results returned by several specialists groups asked to submit solutions for a simple plenum 
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chamber problem with given boundary conditions. Leschziner (1993) concludes that considerable 
expertise, physical insight and experience are essential to obtain meaningful solutions from CFD. A 
similar conclusion is drawn by Cowan et al (1996) who present a comparison behveen solutions to 
several flow problems returned by various groups as part of a multi-partner EU project. The 
solutions are shown to be dependent not only on the turbulence model, but also on the mesh design 
and numerical method. It is also possible that more accurate numerical procedures can lead to 

results further from reality, az for example in the case of standard k--E simulations, coarse grids 
have returned predictions closer to the experimental measurement than a refined grid, most 
probably due to numerical diffusion. 

Another limitation to the use of available CFD codes to environmental flow modelling is 
that they are usually industrial-application based and do not incorporate bound&y condition options 
that could be readily used to recreate a realistic description of thhe atmosphere, in terms of, for 
example, atmospheric stability, wind profiles, and upwind turbulence (Britter, 1996). 

Nevertheless, as discussed in Section 3.3.8, CFD can return accurate predictions of flow, 
pressure and dispersion in the vicinity of buildings, when used with judgement and experience. 
There are some guidelines for good operating practice to assist the user of a CFD code and repeated 
validation plays a key role as the final qwlity control mechanism (Leschziner, 1993; Versteeg and 
Malalasekera, 1995; Cowan et ai, 1996). Although scaled flow studies are still regarded as the most 
reliable method. there are also unique advantages of CFD over scaled flow simulations, in terms of 
a substantial reduction of cost and time, the ability to study systems without any interference 
(eg from walls in a wind kmnel) and under hazardous conditions (eg safety studies and accident 
scenarios), and the practically unlimited level of detail of the results CFD can offer (Versteeg and 
Malalasekera, 1995). In the light of the 199 I AIChE workshop on the dispersion of toxic gases 
over non-flat obstructed terrain, Meroney (1993) concluded that Reynolds stress and large eddy 
simulation CFD models can reproduce measurements of streamlines, recirculation regions and 
turbulence magnitude, and that the main obstacle to the use of a CFD operational numerical model 
to predict diffusion around buildings suitable for regulatory purposes, was available computational 
power in order to solve on a refined grid. 

On hills, it is possible to consider CFD as an alternative to wind tunnel studies. Perhaps, 
however, any such move away from measurements can be consid&d to be dangerous. Alternatively, 

the k--E model can be considered to be an obvious development from the extremely attractive but of 
limited applicability linear model, as computing power increases. Increased run-time should, 

however, restrict the use of k--E models to those situations where linear models become unreliable. 
General application CFD codes that do not require a specialist knowledge of 

computational techniques or fluid mechanics, are available commercially. The market is at present 
dominated by four established, industrial-application-based CFD codes, namely STAR-CD, 
PHOENICS, FLOW3D and FLUENT. They all use the finite volume method (although finite 

element methods are also available) and employ standard turbulence models, such as the k--E model, 
with the added advantage of user-friendly interfaces for the input and display of data and a 
comprehensive variety of additional modelling features, eg chemical reactions and particle tracking. 
These models are particularly sophisticated and although detailed documentation is usually 
provided, it is often far from straightforward to obtain credible predictions, unless the use* is 
equipped with considerable expertise to make the most appropriate use of the code’s capabilities for 
a given specific situation (Cowan el al. 1996). Modelling any particular problem requires a wide 
range of user inputs and decisions (eg meshing details, boundary conditions) and, as a result, different 
users using the same code, could arrive to quite different solutions (see also Section 3.5.2). 



Another commercial CFD code is Fluidyn NS, which is incorporated into Fluidyn- 
PANACHE. This is an integrated sofhvare package for the simulation of atmospheric flow and 

pollution dispersion. In the version of PANACHE that was demonstrated to the authors of this 
review, the CFD code is invoked optionally for buildings but not for bills. The EPA Federal 
Register inclusion, of PANACHE as a model that ‘may be appropriate’ for regulatory use seems to 
be justified by the fact that th‘e standard Gaussian model that PANACHE uses for most dispersion 

calculations is similar to that in ISC3. However, it is possible that PANACHE could encourage a 
non-expert user to employ a ‘black box’ or ‘automatic’ approach to CFD. Considering the 
uncertainties that are inherent in CFD modelling around buildings, this should perhaps give some 
cause for concern. A more appropriate and potentially extremely valuable way of using such 

software is that currently favoured by Transoft, the developers of PANACHE, namely to work in a 
hipatite arrangement between themselves, a university research group and a. client. In such an 
arrangement, the software is used as a tool for investigating different modelling approaches, 
including software code modification where necessary. Perhaps such an approach, for dispersion 
around buildings and hills, integrating CFD with Gaussian models and empirical formulae, till 
prove to be the way ahead for solving problems of specific sites without the constraints of a closed 
software package such as ADMS. However, the next constraint to the further spread of CFD as a 
viable modelling method for environmental tlows and dispersion is unlikely to be the availability of 
user-friendly software, but a scarcity of qualified persons able to run the codes making proper 

judgement based on experience and a good understanding of the internal workings and limitations of 
the calculations. 
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APPENDIX 

List of Symbols 

projected building frontal cross-sectional area, m2 
surface area of wake recirculation boundary, m2 
empirical constants 
concentration, kg mm’ 
concentration outside the wake, kg me’ 

contaminant concentration in the gas at the SOUICC, kg mm’ 
indoor concentration, kg me3 
maximum concentration, kg rn-) 
outdoor concentration, kg m? 
roof-level concentration, kg me’ 
uniform wake concentration, kg 6’ 

empirical constant 
dilution factor (= l/Q, kg-’ m’ 
‘distance’ dilution, kg-’ m3 
larger of building height or width, m 
minimum dilution, kg-’ m3 
an initial dilution due to jet and buoyant plume entrainment, kg-’ m’ 
smaller of building height or width, m 
building filtration factor 
Froude number 

acceleration due to gravity, m SC’ 
building height, m 
maximum height of the roof recirculation cavity on the upwind edge, m 
hill height, m 
release height above ground, m 
critical streamline divergence height 
stack height above roof level, m 
effective stack height above roof level incorporating effect of building downwash, m 
plume rise above stack exit, m 
rms intensity of isotropic turbulence 

diffusivity 
turbulent kinetic energy density 
building length or length-scale for turbulence, m 
maximum width of the roof recirculation cavity on the upwind edge, m 
mass transfer rate of contaminant across wake boundary, kg s-’ 
Brunt-VWil?i buoyancy frequency, $8 

ahnospheric pressure, Pa 
rate of discharge of contaminant, kg se’ 
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e”tramme”t rate at the SollIce, *Is-’ 

raidal distance from centre of round hill, m 

length scale for roof top wake turbulence, m 
radius of round hill, m 

stretched string distance from source, m 
time, h 

time, s 
wake ventilation time constant, or residence time 
reference advection windspeed, m se’ 

local wind speed (or component thereof) inx-direction, m SF’ 
friction velocity, m SF’ 

mean he stream velocity at 10 m, m se’ 
local mean velocity, m se’ 

windspeed at roof level far upwind of the building, m se’ 
volume of the near wake recirculation region, n? 
components of flow velocity in polar coordinate system 
building width, m 

longitudinal distance, or distance parallel to reference wind dtiection, m 
maximum length of the roof recirculation cavity on the upwind edge, m 

distance from source to point of maximum ground-level concentration, m 
distance from the downwind building face to the reattachment point of the near- 
wake recirculation region, m 
distance from an upwind source to the upwind building face, m 
lateral distance or horizontal distance perpendicular to reference wind direction 
height above ground, m 
aerodynamic roughness length, m 

entrainment constant for recirculation region 

non-dimensional concentration 

rate of dissipation of turbulent kinetic energy 
radioactive decay factor, s-’ 
deposition factor, SF’ 

rate of air exchange, he’ (ACH) 

fluid density, kg m-j 

angle fromx-axis in polar coordinate system 

longitudinal plume spread, m 

crosswind plume spread, m 

vertical plume spread, m 
angular standard deviation of wind direction, degrees 

modified plume widths due to obstacles, m 

virtual source plume widths at the source, m 

velocity potential 

stream function 

normalised distance in x-direction 
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